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رو به  و تیحائز اهم اریبس هایماریب ینبیشیدر پ نیماش یریادگی هایتمیاستفاده از الگور ر،یدر دهه اخ یفناور شرفتیبا پ مقدمه:

ساده و  نیزینام شبکه به ب هایماریب ینبیشیپرکاربرد در پ هایتمیاز الگور یکی تیاهم یاست. هدف از مطالعه حاضر بررس شیافزا
 .باشدیم کاویداده هایتمیبا الگور هایماریب ینبیشیمقالات مرتبط با پ بندیدسته نیهمچن

 لیجستجو از قب یو موتورها نیداده آنلا هایگاهیپا قیکامل از طر جستجوی. تاس مندنظام یپژوهش مرور کیمطالعه حاضر  روش:

Scopus ،Science Direct ،Web of Science  وMedline انجام  2017تا  2007 هایسال یمقالات در بازه زمان افتنی یبرا
 گرفت. 

با  سهیساده در مقا نیزیداشت. شبکه ب یطالعه همخوانورود و خروج م یارهایمقاله با مع 27شد که  افتی دهیچک 90در مجموع  :نتایج

 یبهتر ییاز کارا نیزیب تمیالگور ج،یمقاله( نتا 27از  25درصد ) 92قرار گرفت که در  هایماریب ینبیشیپ یموجود برا هایتمیالگور هیبق
 بود. هایماریب ینبیشیساده در پ نیزیب تمیالگور یاثربخش دیؤپژوهش انجام شده م جیبرخوردار بود. نتا

 گریموجود د هایتمیبا نظر متخصصان و الگور سهیدر مقا هایماریب ینبیشیپ هایروش نیاز بهتر یکیساده  نیزیشبکه ب گيري:نتيجه

 را ارتقاء دهد. هایماریب ینبیشیتا صحت پ ردیپزشکان قرار گ ماتیدر کنار تصم یتیعنوان روش حماه ب تواندیکه م باشدیم
 

 نیزیشبکه ب ،یماریب ینیبشیساده، پ نیزیب تمیالگور ها:كليد واژه
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  مقدمه مقدمه 
 زیب توماس که زیب فرمول کشف با نیزیب شبکه خچهیتار
 سپس گردد، برمیکرد کشف 1763 سال در یسیانگل شیکش
 آمد وجوده ب آن فرمول به توجه با نیزیب شبکه 1980 سال در

 حوزه در یلادیم هشتاد دهه در بار نینخست و (1)فرمول 
 یبندساده شامل دسته نیزیب شبکه. شد برده کاره ب یپزشک
 از شده جهینت مستقل یاحتمال مدل که باشدیمساده  یاحتمال

 نیا در که باشدیم ساده یساختار یدارا و است زیب یتئور
 چیه که هستند یمستقل یرهایمتغ عنوان به هاگره ساختار
عیساده در سر نیزیب مدل جادیا .ندارد وجود هاآن نیب یوابستگ

یا فرمول  1در فرمول  ؛ کهاست ریپذزمان ممکن امکان نیتر
1X ,..,متغیرهای مستقل ) Xو  iکلاس  iCاحتمال شرطی بیز، 

nXباشد.( می 

(1          )
( | ) ( )

( | )
( )

i i
i

p x c p c
p c X

p x
 

 
سازی علیت برای ساخت یک سیستم خبره مدل در نیزیب شبکه

روده به کار رفته و هدف از این سیستم ی داخل برای آندوسکوپ
خبره هدایت آندوسکوپ در روده بیمار با کمک دوربین تصوویر 

در مقاله موروری بور اهمیوت  2016سال  در برداری بوده است.
 در. [1] پرداخته شده است در ده سال اخیر یزینب یهاتمیالگور
 اریبس یپزشک و یمهندس علوم در نیزیب شبکه از ریاخ یهادهه

 اسوتدلال نوهیزم در نیزیوب هایشوبکه. اسوت شوده استفاده

 بوه و رنودیگیم قورار استفاده مورد گسترده طور به یاحتمال

 لیتبود شوده اسوتدلال احتموالات روی بور متصول درخوت
 ممیماکز یاصل رگرافیز هیتجز به نیزیب هایشبکه. شوندیم

 متصول هایدرخت از شتریب و شوندیم لیتبد متصل درخت

 . [2 ،3] دارند کاربرد
 احتمالات شینما برای یکیگراف مدل کی ساده نیزیب شبکه

 نیزیب هایشبکه یطرف از. باشدیم موردنظر رهاییمتغ نیماب
 صورت به بزرگ وستهیپ یاحتمال عیتوز شینما برای یروش

 یاحتمال محاسبات اجازه که باشندیم فشرده روش و یینما
 برای یکیگراف مدل ساختار از هاآند. دهنیم را ثرؤم طور به

 .کنندیم استفاده یتصادف رهاییمتغ نیماب مستقل ضوابط

 استفاده یاحتمال مدل طیشرا برای اغلب نیزیب هایشبکه

 ،ی)احتمال نامشخص طیشرا تحت هایاستدلال به و شوندیم
 .[4] کنندیم کمک (تیقطع عدم

 است (ساختاری )مدلی فیک بخش شامل بیزین ساده شبکه 

 انیم در انفعالات و فعل از (1)شکل  بصری شینما که

 احتمال مشخصات از ای)مجموعهی کم بخش و رهایمتغ

 احتمالات استنتاج به مجاز. این شبکه کندیم فراهم را (یمحل

 از ایمجموعه ای رهایمتغ که است عددی رییگاندازه و

 صورت به یفیک بخش. دهدیم قرار ریثأت تحت را رهایمتغ

 روی بر باشد،یم فرد به منحصر که وستهیپ یاحتمال عیتوز

 یر،فناوری در دهه اخ یشرفتبا پ. شودیم فیتعر رهایمتغ هیکل
 ینیبیشدر درمان و پ ماشین یادگیری هایالگوریتماستفاده از 

 .[5] باشدیم یشها رو به افزایماریب
 

 
 ساختار شبکه بيزین ساده :1شکل 

 
 در پرکاربرد هایالگوریتم از یکی قصد داریمرو  یناز ا 

 یبندساده را طبقه بیزین شبکه نامه ب هابیماری بینیپیش
ها، استفاده از تر بیماریبینی صحیحاز طرفی برای پیش .ییمنما

ه تواند بباشد و میالگوریتم کارای بیزین ساده حائز اهمیت می
ها کمک نماید تا در پزشکان برای تشخیص صحیح بیماری

شود، اطمینان مواقعی که بیمار با تردید در تشخیص مواجه می
حاصل شود. این امر رضایت بیماران را نیز به همراه خواهد 

های تشخیصی داشت، زیرا در برخی مواقع موجب کاهش هزینه
 .[6] گرددبرای بیمار می

 دهد که هیچ مقاله فارسیشده نشان می انجام جستجوهای
ها به بینی بیماریکاربرد شبکه بیزین ساده در پیش پیرامون

مند انجام نشده است و مطالعات خارجی نیز شیوه مرور نظام
های مختلف نشان بینی بیماریکاربرد شبکه بیزین را در پیش

بیزین ساده به و همکاران با کمک شبکه  Petousisاند. داده
اند که های بیماری پرداختهبینی سرطان ریه با ویژگیپیش

دهد که با کمک شبکه بیزین نتایج حاصل از آن نشان می
پذیر است و نسبت به بینی این بیماری به سادگی امکانپیش

بینی بیماری از صحت بالاتری تصمیم خبرگان در پیش
 .[7] باشدبرخوردار می

بینی و همکاران در پیش Finkelsteinر ای دیگدر مطالعه
اند و نشان هبیماری آسم نیز از شبکه بیزین ساده استفاده نمود

دادند که صحت و دقت این روش نسبت به تصمیم خبرگان 
عنوان روشی قابل ه وش برتوان از این باشد و میبالاتر می

 .[8] گیری استفاده کرداعتماد در تصمیم
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  چهارم، شماره سومدوره ، 1395 تانزمس  مجله انفورماتيک سلامت و زیست پزشکی
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 یبندپژوهش مرور مطالعات مرتبط و طبقه نیهدف ا ن،یبنابرا
کید أ)ت ساده یزینها به کمک شبکه بیماریب ینیبیشپ مقالات

به  ها(بر الگوریتم بیزین ساده در مقایسه با مابقی الگوریتم
. ضرورت انجام این پژوهش برای باشدیم افتهیصورت نظام 

باشد که با آگاهی محققین مراقبت بهداشتی و پزشکان می
توانند از مزایای شبکه بیزین ساده برای مطالعه این طرح می

کار رفته ه ها آگاه شوند و با استناد به مقالات بتشخیص بیماری
بینی بیماری اده برای پیشدر شرایط مشابه از شبکه بیزین س

 .خاص بر حسب تخصص خود یاری جویند

 

 روش
. ابتدا به است افتهینظام  یپژوهش از نوع مطالعات مرور نیا

 شده ینیبشیپ یهایماریب نهیو مطالعه متون در زم یبررس
 قیاز طر مقالات. شد پرداخته ساده نیزیب شبکه توسط

 از جستجو یموتورها و داده یهاگاهیپا در ینترنتیا یجستجو
و  Scopus ،Science Direct ،Web of Science لیقب

Medline یدر بازه زمان به زبان انگلیسی مقالات افتنی یبرا 
بنابراین معیارهای ورود ؛ انجام گرفت 2017تا  2007 یهاسال

مقالات قرار گرفتن در بازه زمانی معرفی شده بود. زبان 
عنوان و چکیده مقالات که  انگلیسی مقالات دومین معیار،

و در  های اشاره شده بودند، سومین معیارمناسب با کلیدواژه
ورود به مطالعه  چهارمین معیاروجود متن کامل مقالات  نهایت

جستجو با استفاده از  یهاواژه دیپژوهش کل نیدر ا. ندبود
ها واژه دی. کلگرفتانجام  ORو  AND نیبول یعملگرها

 از: نداعبارت
 

((“Naïve Bayesian classifier”[Mesh]) or (disease prediction)) or ((“Naïve Bayes models”[Mesh] or 

(disease prediction) or (predicting disease)- (“Naïve Bayes algorithms” [Mesh])- ( “Naïve Bayesian 

network” [Mesh])- (“Naïve Bayesian classifier” [Mesh]) 
 

ورود و خروج  یارهایبراساس مع یندات مرتبط در بازه زمانمست
 ستیاز چک ل یادهیگز تیفی. ابزار سنجش کندانتخاب شد

در فرم استخراج داده  جیبود. سپس نتا (STROBE) استروب
معیارهای خروج  شد. یبندو طبقه لیتحل تیثبت و در نها

ا انجام بینی بیماری رعبارت بودند از مقالاتی که مطالعات پیش

کامل نبود، خارج از بازه  آنان نداده بودند، مقالاتی که متن
زمانی تعیین شده بود و به زبان غیر از انگلیسی بود. بدین 

مقاله باقی و مورد تجزیه و تحلیل قرار گرفت.  27ترتیب تعداد 
به ترتیب تعداد و مراحل انتخاب مقالات را  1و نمودار  1جدول 

 دهد.نمایش می
 

مقالات استخراج شده از پایگاه داده :1 جدول  

 

 
 

 

 

 

 

 

 تعداد مقالات براساس جستجو اوليه پایگاه داده ردیف

1 Scopus 36 
2 Science Direct 28 
3 Web of Science 19 
4 Medline 7 
 25 تکراری 5
 25تکراری:  مجموع 6

 65کل مقالات: 
 38مقالات غیرمرتبط: 

مقالات مرتبط: 
27 
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 و همکاران زادهيلنگر  هابينی بيماريكاربرد شبکه بيزین ساده در پيش

 

322                       327-319 ):4(3; 2017 Informatics Biomedical and Health of Journal 

 

 
 مندنظام مرور به شده وارد مطالعات انتخاب روند دیاگرام :1 نمودار

 نتایج

ها و بینی بیماریثیرپذیری شبکه بیزین ساده در پیشأمیزان ت
 در این بخش توصیف  2نتایج حاصل از این مقالات در جدول 

ارائه  2شده است. مشخصات مطالعات انجام شده طی جدول 
معیارهای سطح زیر  گردد که مشخصات شبکه بیزین بامی

 (Accuracy) (، صحتROC(، نمودار راک )AUCنمودار )
( گزارش شده است که هرچه این Sensitivityو حساسیت )

تر باشند، الگوریتم از مقادیر به عدد یک یا صد درصد نزدیک
کارایی بالایی برخوردار خواهد بود و نزدیک بودن این معیارها 

 .[1] باشدی الگوریتم میدهنده عدم کارایبه صفر، نشان
هایی که بیماری قلبی و سرطان از بیماری توجه به این با

ثر واقع شده ؤها مبینی آنهستند که شبکه بیزین ساده در پیش
ررسی قرار بصورت مجزا مورد ه است، لذا این دو موضوع را ب

 ایم.داده

 
 و نتایج مطالعات انجام شده مشخصات: 2 جدول

شبکه مشخصات  گروه هدفتعداد  مطالعه ردیف

 بيزین ساده

 نتایج نوع بيماري

1 Petousis  و
 [7]همکاران 

25486 75/0 AUC: 

75/0 ROC: 

و برتری  و تصمیم خبرگان NBبینی بیماری سرخرک کرونری با استفاده از الگوریتم پیش  سرطان ریه
 در صحت و دقت نسبت به تصمیم خبرگان NBالگوریتم 

 :Accuracy 91-97/0  10909 [9]و همکاران لقمانپور  2

9/0-8/0 ROC: 

 

و برتری  و تصمیم خبرگان NBستفاده از الگوریتم پیش بینی بنارسایی بطن راست با ا راست ننارسایی بط
 در صحت و دقت نسبت به تصمیم خبرگان NBالگوریتم 

3 Finkelstein   و 

Jeong [8] 
7001 8/0 Sensitivity: پیش بینی آسم با استفاده از الگوریتم  آسمNB  وSVM  و برتری الگوریتمNB  در صحت و

  SVMدقت نسبت به الگوریتم 

4 Xiong  همکارانو 
[10] 

--- 7/0 ROC: با استفاده از الگوریتم  بیماری قلبیپیش بینی  قلبیNB  وAdaBoost  وRandom 

Forest  برتری نسبی الگوریتم وAdaBoost  نسبت به الگوریتمNB 

5 Wang [11] 12  مجموعه داده
SEER 

(2369927) 

8/0 Accuracy: پیش بینی سرطان سینه با استفاده از الگوریتم  سرطان سینهNB  وTAN  و برتری الگوریتمNB  در
 TANصحت و دقت نسبت به الگوریتم 

6 Wang و دیگران 
[12] 

117 8/0 Accuracy: های بینی مرگ و میر بعد از سرطان مثانه با استفاده از الگوریتمپیش سرطان مثانهمیر بعد از ومرگNB ،KNN شبکه  و
 های ذکر شدهدر صحت و دقت نسبت به الگوریتم NBبرتری الگوریتم  عصبی پس انتشار.

7 Stylianou  و
 [13] همکاران

19985 97/0 AUC: 

97/0 Sensitivity: 

و رگرسیون  NBهای بینی مرگ و میر بعد از ضربه مغزی با استفاده از روشپیش ضربه مغزی میر بعد ازومرگ
دقت نسبت در صحت و  NBو برتری روش  Random  Forestو  SVMلجستیک، 

 های مذکوربه روش

8 Sinha و همکاران 
[14] 

53 7/0 Accuracy: پیش بینی سرطان روده بزرگ با استفاده از الگوریتم  سرطان روده بزرگNB و برتری  و تصمیم خبرگان
 در صحت و دقت نسبت به تصمیم خبرگان NBالگوریتم 

9 Paulose    و
Kalirajan [15] 

--- 80/0 Accuracy: با استفاده از الگوریتم  غده سمیپیش بینی  غده سمیNB و برتری الگوریتم  و تصمیم خبرگانNB 
 در صحت و دقت نسبت به تصمیم خبرگان

10 Makond  و
 [16] همکاران

438 1 Sensitivity- 

Specificity: 
برتری  و رگرسیون لجستیک و SVMو  NBپیش بینی سرطان ریه با استفاده از الگوریتم  سرطان ریه

 های مذکوردر صحت و دقت نسبت به الگوریتم NBالگوریتم 

11 Elsayad   و
Fakhr [17] 

303 97/0 Accuracy: با استفاده از الگوریتم  عروقی -بیماری قلبیپیش بینی  عروقی -قلبیNB  وTAN  :و ( %80)با صحت 
SVM  :برتری الگوریتم و  (%95)با صحتNB های در صحت و دقت نسبت به الگوریتم

 مذکور

12 Dias و همکاران 
[18] 

--- 75/0 Accuracy: با استفاده از الگوریتم  بیماری کرونپیش بینی  و دیگران کرونNB  وTANرگرسیون  و
 های مذکوردر صحت و دقت نسبت به الگوریتم NBبرتری الگوریتم لجستیک و 

13 Wang  همکارانو 
[19] 

50000 82/0 Accuracy: 
7/0 Sensitivity: 

برتری رگرسیون لجستیک و و  SVMو  NBبا استفاده از الگوریتم  سرطان ریهپیش بینی  سرطان ریه
 های مذکوردر صحت و دقت نسبت به الگوریتم NBالگوریتم 
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 ادامه(شده )نتایج مطالعات انجام  مشخصات و: 2 جدول

14 Sacchi و همکاران 
[20] 

28778 8/0 Accuracy: با استفاده از الگوریتم  گلوکومپیش بینی بیماری  )آب سیاه( ومگلوکNB و برتری الگوریتم  و تصمیم خبرگان
NB در صحت و دقت نسبت به تصمیم خبرگان 

15 Sangeda  و
 [21] همکاران

17539 8/0 Accuracy: HIV  پیش بینیHIV  با استفاده از الگوریتمNB و برتری الگوریتم  و تصمیم خبرگانNB  در
 صحت و دقت نسبت به تصمیم خبرگان

16 Morales  و
 [22] همکاران

45 93/0 Accuracy: 

92/0 Sensitivity: 
 و SVMو  NBبا استفاده از الگوریتم  میزان غش در بیماران پارکینسونیپیش بینی  پارکینسون

 بینیدر پیش NBبرتری الگوریتم 

17 egnier-Coudert 
 [23] و همکاران

1700 67/0 AUC: 

 
 و MLPو  SVM ،TANو  NBبا استفاده از الگوریتم  پروستاتنی سرطان پیش بی سرطان پروستات

 های مذکوردر صحت و دقت نسبت به الگوریتم NBرگرسیون لجستیک و برتری الگوریتم 

18 Ng  895/0 325 [24]و همکاران Accuracy: با استفاده از الگوریتم  سرطانپیش بینی  سرطانNB ،SVM ،NN  برتری الگوریتم وNN  با(
 NBنسبت به الگوریتم ( 99/0صحت: 

19 Lu  93/0 987 [25]و همکاران AUC: 

 
و برتری  SVM ،KNNو  NBبا استفاده از الگوریتم  CADبیماری پیش بینی  عروق کرونربیماری 

 در صحت و دقت نسبت به الگوریتمهای مذکور NBالگوریتم 

20 Gao 82/0 77 [26] و دیگران AUC: 

 
و برتری الگوریتم  و تصمیم خبرگان NBبا استفاده از الگوریتم  1پیش بینی دیابت نوع  1دیابت نوع 

NB در صحت و دقت نسبت به تصمیم خبرگان 

21 Paredes و همکاران 
[27] 

1000 91/0 AUC: 

 
و برتری الگوریتم  و تصمیم خبرگان NBبا استفاده از الگوریتم  بیماری قلبیی پیش بین قلبی

NB در صحت و دقت نسبت به تصمیم خبرگان 

22 Ouyang و دیگران 
[28] 

384 72/0 Accuracy: های با استفاده از روشپرفشاری بیماران  بینیپیش فشارخون بالاNB و برتری  و تصمیم خبرگان
 در صحت و دقت نسبت به تصمیم خبرگان NBالگوریتم 

23 Forsberg  و
 [29] همکاران

189 85/0 ROC: Operable Skeletal با استفاده از  یمبتلا به متاستاز قابل علاج و درمان اسکلت مارانیبینی برآورد بقا در بپیش
در صحت و دقت نسبت به  NBو برتری الگوریتم  و تصمیم خبرگان NBهای روش

 تصمیم خبرگان

24 Miettinen   و
Juhola [30] 

3833 73/0 Accuracy: otoneurological بیماری  بینیپیش otoneurological های استفاده از روش باNB و  و تصمیم خبرگان
 اندر صحت و دقت نسبت به تصمیم خبرگ NBبرتری الگوریتم 

25 Serpen و همکاران 
[31] 

30 73/0 Accuracy: استفاده از الگوریتم  آمبولی ریه باپیش بینی  آمبولی ریهNB درخت تصمیم و C4.5  برتری و
 در صحت و دقت NBالگوریتم 

26 Sakai و همکاران 
[32] 

برتری الگوریتم  و و تصمیم خبرگان NBهای استفاده از روشآپاندیس حاد با  بینیپیش آپاندیس حاد کارآیی بالا 169
NB در صحت و دقت نسبت به تصمیم خبرگان 

27 Chen  همکارانو 
[33] 

2949 83/0 Accuracy: 
88/0 Sensitivity & 

Specificity: 

برتری  و NN و NB ،KNN ،SVMهای استفاده از روشبا  CAD بینیپیش عروق کرونر
 های مذکورالگوریتمدر صحت و دقت نسبت به  NBالگوریتم 

 
 

 

هاي بينی بيمارياستفاده از شبکه بيزین ساده در پيش

 قلبی

های درصد از مقالات در این مطالعه مربوط به بیماری 2/22
ها با استفاده از بتوان تشخیص بیماری شایدباشد. قلبی می
های هوش مصنوعی را مفیدترین کاربرد هوش الگوریتم

ها و علل ترین بیماریمصنوعی تاکنون دانست. یکی از شایع
در تشخیص  های قلبی است.میر در دنیای امروز بیماریومرگ

عواملی چون سن، جنسیت، فشار  ها معمولاًاین نوع بیماری
گیرند و در نهایت میزان کلسترول مدنظر قرار می خون، میزان

در  .[34] شودهای قلبی تعیین میریسک بیمار در مقابل بیماری
شبکه های یادگیری ماشین )از روششش مقاله این پژوهش 

اند. از طرفی ( به تشخیص این بیماری پرداختهبیزین ساده
میر در دنیا، به وهای قلبی یک از عوامل اصلی مرگبیماری

خصوص ایران، است و بهترین درمان آن تشخیص به موقع و 
بندی مقالاتی . هدف این پژوهش دسته[35] پیشگیری آن است

ه های یادگیری ماشین باست که بیماری قلبی را با روش

اند و نتایج مثبتی بندی نمودهخصوص شبکه بیزین ساده دسته
 اند.را گزارش کرده

 بينی سرطاناستفاده از شبکه بيزین ساده در پيش

رطان وطالعه مربوط به سود از مقالات در این مودرص 6/29
بینی تشخیص، بقا و عود بیماران مبتلا به پیشباشد. یم

های مهم برای محققین و پزشکان سرطان، همواره از چالش
، امکان رفع انفورماتیک پزشکیبوده است. امروزه به مدد علوم 

گیری از اطلاعات قبلی ثبت شده از بیماران ها با بهرهاین چالش
هزینه های کموریتا حدود زیادی محقق گردیده است. با فنا

های ها با کیفیت بهتر و در حجمافزاری، دادهافزاری و نرمسخت
گردند و به کمک تجزیه و بالاتر به صورت خودکار ذخیره می

ها به صورتی کارآمد ها، این حجم عظیم از دادهتحلیل بهتر آن
های کاوی، مدلهای دادهلگوریتم. اشوندثرتر پردازش میؤو م

بینی تشخیص، بقا و عود سرطان به ستند که در پیشای هبهینه
نتایج . [36] اندکار رفته و دقت قابل توجهی از خود نشان داده

گیری ها، نه تنها به پزشکان در تصمیمحاصل از این الگوریتم
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کند بلکه باعث آشکار شدن برخی از الگوهای کمک می بهتر
ها شود که شاید توجه خاصی به آنپنهان و ناشناخته می

 .معطوف نبوده است
 

 گيريبحث و نتيجه
قت ا دببا ورود فناوری به حوزه پزشکی، ارائه خدمات پزشکی 

ره طور که در پژوهش حاضر اشاشود. همانبیشتری انجام می
ی یمارب هایی مانند سرطان،بینی بیماریی پیشهاشد، در حوزه

ی عصب عروقی، آسم، ریه، دیابت، آپاندیس و مغزی -قلبیهای 
 های یادگیری ماشین استفاده شده است. از الگوریتم

 Naïve Bayesianدرصد مقالات شبکه بیزین ساده ) 92در 

networkهای ( دارای کارآیی بهتری نسبت به الگوریتمk-
(، SVM(، ماشین بردار پشتیبان )KNNهمسایه )نزدیکترین 

(، NN(، شبکه عصبی )TANبیزین ساده درخت افزودنی )
 ( داشت.RF( و جنگل تصادفی )MLPشبکه عصبی )

Elsayad راییو همکاران در مطالعه خود با هدف شناسایی کا 
 -یبینی بیماری قلبهای یادگیری ماشین در پیشالگوریتم

نی بیه را بهترین الگوریتم در پیشعروقی، شبکه بیزین ساد
در  ریتماند و با مقایسه صحت و دقت این الگوبیماری دانسته

-دهبه این نتیجه رسی SVMو  TANهای مقایسه با الگوریتم

 .[17] اند
Sakai ا یندیس بینی آپاو همکاران نیز در مطالعه خود به پیش

-تهداخکمک شبکه بیزین ساده با شرط مستقل بودن متغیرها پر

ان، برگخاند و در نهایت با مقایسه شبکه بیزین ساده با نظر 
د ییأکارایی بالای شبکه بیزین ساده را در دقت و صحت ت

ه اده را ب. این مقاله استفاده از شبکه بیزین س[32] اندنموده
ی عرفمعنوان سیستمی در راستای پشتیبانی از تصمیم پزشکان 

 نموده است.
های از سویی دیگر برای نشان دادن مفید بودن الگوریتم

بینی خصوص شبکه بیزین ساده در پیشه یادگیری ماشین ب
بندی یر دستهتمام مقالات را در ده سال اخ 2ها، جدول بیماری

جدول  18و  4نموده است. در دو مورد گزارش شده در ردیف 
ها از کارایی که الگوریتم بیزین ساده در مقابل سایر الگوریتم

تری برخوردارند، اما باز هم صحت قابل قبولی را گزارش پایین
 اند.کرده

اده مفید بودن شبکه بیزین س ضمانت کاملاً مطرح شده مطالب
 ع شوودها نیست، اینکه الگوریتمی مفید واقبیماری بینیدر پیش

در  آورنودگان مراقبوت سولامتیا خیر وابسته بوه انگیوزه فراهم
د هت مفیست. از سویی دیگر جا هاگونه الگوریتم استفاده از این
حیح، ها از سوی کاربر، آموزش صوگونه الگوریتم واقع شدن این

 ایسوتید. از طرفوی بباشثر میؤدادن انگیزه و سهولت استفاده م
ر د رفاًصوهوا به کاربران آموزش داد که استفاده از این الگوریتم

و  باشودیید یا رد تصمیم گرفته شده از سوی آنوان مویأجهت ت
 .[37] نقش حمایتی دارد

وزه حهای نوین در ناوریبا توجه به مطالب بیان شده، نفوذ ف
-بینی بیماریپزشکی در داخل کشور اندک است. در حوزه پیش

 یارخورد و پزشکان بسهای جدی به چشم نمیها هنوز فعالیت
ها جهت بینی بیماریها برای پیشگونه الگوریتم کم از این

ش زارکنند. هدف این پژوهش، گیید تصمیم خود استفاده میأت
های بیماری بینیها در پیشنه الگوریتمگو استفاده از این

 باشد.مختلف با نتایج صحت و دقت بالا می
 یزینببکه ، استفاده از شاین مطالعهدر نهایت، نتایج حاصل از 

ای ن برهای ساده یادگیری ماشیعنوان یکی از روشه ساده را ب
 در دهد. نتایج بیان شدهصحت تصمیمات پزشکان پیشنهاد می

ه بها را با توجه گونه الگوریتم تفاده از ایناس پژوهشاین 
 ریلذا ضرو نماید؛ییید مأصحت و دقت بالای گزارش شده، ت

 ن درد آهای یادگیری ماشین و کاربراست که توجه به الگوریتم
 وجهحوزه پزشکی در جهت حمایت از تصمیمات پزشکان مورد ت

 عهلهای علمی اثربخشی آن مورد مطاقرار گیرد و در پژوهش
 قرار گیرد.

 

 تشکر و قدردانی
نویسونده مسوئول بوا  پژوهشوی طورح از بخشی حاضر پژوهش

است که با حمایت دانشگاه علووم پزشوکی  27276شماره طرح 
ایران انجام شده است. بدین ترتیوب مراتوب تشوکر از حمایوت 

 آید.مالی و معنوی به عمل می
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Introduction: Due to the improvement of technology during the last decade, using machine 

learning algorithms for predicting diseases has found great importance. The goal of this 

research was to investigate the importance of Naïve Bayesian network as the most applied 

algorithm in predicting diseases and classifying relevant articles related to disease prediction 

with data mining algorithms. 

Methods: This was a systematic review study. A comprehensive search was performed from 

2007 to 2017 in online databases and search engines including Scopus, Science Direct, web 

of science and MEDLINE. 

Results: From a total of 90 identified abstracts through the research, 27 ones were 

compatible with inclusion and exclusion criteria. Naïve Bayesian network was compared 

with other algorithms and in 92% of articles (25 articles out of 27), it had better accuracy in 

disease prediction. Results of this research showed effectiveness of Naïve Bayesian 

algorithm in disease prediction. 

Conclusion: Naïve Bayesian network is one of the best algorithms for disease prediction in 

comparison with experts’ decision and other algorithms. This algorithm can be used beside 

physicians’ decision to improve the accuracy of disease prediction. 
 

Keywords: Naïve Bayesian algorithm, Predicting disease, Bayesian network. 
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