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 مقاله پژوهشی  

میر در سراسر جهان است. طبق اعلام سازمان بهداشت جهانی در هر سال وترین عامل مرگعروقی بزرگ -های قلبیبیماری مقدمه:

تخمین زده شده است. هدف اصلی از این مقاله، طراحی یک  عروقی-های قلبی میر در سراسر جهان بر اثر بیماریومیلیون مرگ 21حدود 
 سیستم هوشمند به کمک کامپیوتر است که بتواند بیماری قلبی را در فرد مبتلا تشخیص دهد. 

 صیجهت تشخ. باشد مورد استفاده قرار گرفتویژگی می 21نفر که شامل  172های مربوط به تحلیلی، داده -در این مطالعه توصیفی روش:

ر نرم افزار متلب با استفاده از امکانات موجود د بانیبردار پشت نیماش کننده یبندطبقهاز ترکیب سیستم فازی و  رد مبتلا به بیماری قلبیف
 سازی شد. شبیه 7تحت ویندوز  Core i5سازی گردید و بر روی سیستم پیاده

ثر واقع گردیده ؤتیبان جهت تشخیص بیماری قلبی استفاده شده که مدر این تحقیق از تکنیک فازی و الگوریتم ماشین بردار پش :نتایج

. دهدبنابراین تشخیص سریع، شانس نجات فرد را افزایش می ؛باشدمی و سریع هدف، تشخیص درستاز آنجایی که در این مطالعه  است.
ها به ترتیب این شاخص بر اساساین سیستم که عملکرد  باشدبندی و حساسیت میهمچنین معیارهای ارزیابی در این سیستم نرخ دسته

 به دست آمده است. %5/58و  58%

 -بیماری قلبی بالایی، افراد مبتلا به شود که سیستم پیشنهادی با دقت نسبتاًدست آمده، مشاهده میه با توجه به نتایج ب گيري:نتيجه

 دهد.عروقی را تشخیص می
 

 بانیبردار پشت نیماش کننده یبندطبقهفازی، عروقی، سیستم  -بیماری قلبی ها:كليد واژه
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 مقدمه 
های مزمن و علت مرگ ترین بیماریهای قلبی از شایعبیماری

اشت، درمان و باشد. وزارت بهدبزرگسالان در سراسر دنیا می
درصد مرگ و  15تا  11آموزش پزشکی اعلام نموده است که 

 عروقی است و ایران -های قلبی میرها در کشور ناشی از بیماری
تغییر در  [.2،1]باشد بالاترین آمار مرگ قلبی در جهان را دارا می

 های قلبی درسبک زندگی مردم باعث افزایش شیوع بیماری
ود در تغییر سبک زندگی مردم نشان ایران است. شواهد موج

عروقی در ایران رو به افزایش  -دهد که شیوع بیماری قلبیمی
، مرگ و میر ناشی 1212شود که در سال است. تخمین زده می

 [.1] فزایش یابدمیلیون نفر ا 18ها به از این بیماری
 های قلبیپیشرفت و شدت بیماری ،عوامل بسیاری در ایجاد  
بندی نمود دسته تقسیم 6توان به د. این عوامل را میثیر دارنأت

عوامل زیستی و محیطی )مانند سن، جنسیت و  ند از:اکه عبارت
مانند ورزش، تغذیه، رعایت اصول استرس(، عادات زندگی )

بهداشتی(، عوامل خطر )مثل مصرف دخانیات، بالابودن سطح 
اری مثل بیمای )های زمینهکلسترول خون، چاقی مفرط(، بیماری

ریوی انسدادی مزمن، عفونت، بیماری کلیوی مزمن، کم خونی، 
های مثل خلق، مهارت، عوامل روحی و شخصیتی )آرتریت(

، تطابقی، خودکارآمدی( و عوامل اجتماعی )مانند طبقه اجتماعی
این علل به [. 4]ها( داشتن خانواده و برخورداری از حمایت آن

بینی بیماری قلبی محسوب پیش عنوان فاکتورهای خطر برای
های قلبی، بیماری ترین نوع معمول از بیمارید. بیشنشومی

، خون بالا، کاردیومیوپاتیمادرزادی قلبی، نارسایی قلبی، فشار
بیماری روماتیسمی قلب، تنگی ریوی و عروق کرونر بیماری 
عروق است. اگر عملکرد قلب به درستی انجام نشود و هر کدام 

های دیگر بدن نیز های قلبی بروز داده شود به بخشحتیاز نارا
گذارد و بنابراین لازم است که این بیماری سریع ثیر میأت

 [.8]تشخیص داده شود 
های زیادی در این زمینه انجام شده های گذشته، پژوهشدر سال
بندی فازی از الگوریتم خوشه[ 6]در  Jamalaو  Banuاست. 

c-means دهـش بی استفادهـلـماری قـبی دیـبنجهت خوشه

 هایاز ترکیب سیستم[ 7] و همکاران Krishnaiahاست.  
ترین همسایه استفاده نزدیک-kبندی فازی و الگوریتم دسته

طراحی "ای تحت عنوان نموده است. میهمی و همکاران مطالعه
فاده از های قلبی با استیک سیستم خبره جهت شناسایی بیماری

و با کمک منطق فازی و با در نظر  ام دادندانج "الگوریتم فازی
ماری قلبی بینی بیثیرگذار به پیشأگرفتن ریسک فاکتورهای ت

در این سیستم، معیارهایی که برای تشخیص [. 5] پرداختند
وانین شود به عنوان قهای قلبی توسط پزشک استفاده میبیماری

 گیری به سیستم داده شده وطراحی شده سیستم، جهت تصمیم
ود. شدر مرحله بعد، این قوانین روی ریسک فاکتورها اعمال می

Suganya  وTamije Selvy های جهت حذف داده
رآمد و یک رویکرد کا نمودندغیرقطعی، از سیستم فازی استفاده 

های بیماران قلبی برای برای استخراج الگوها از انبار داده
طالعه انجام شده در م[. 9] اندبینی از حمله قلبی معرفی کردهپیش

بینی بیماری عروق به منظور پیشتوسط خسروانیان و آیت 
طالعه ها در مآناستفاده شده است.  نری قلب از شبکه عصبیوکر

تر های عصبی احتمالی، بهتر و قویاند که شبکهنشان داده خود
 نداهای عصبی در تشخیص بیماری عمل کردهاز سایر شبکه

[22.] 
یق حاضر، طراحی سیستم هوشمند به کمک هدف از انجام تحق 

کامپیوتر جهت تشخیص فرد مبتلا به بیماری قلبی توسط سیستم 
فازی و الگوریتم ماشین پشتیبان است که در نهایت سیستم 

است  به بیماری قلبی مبتلا فردکه کامپیوتری تشخیص دهد که 
 ؟یرخ یا

 

 روش
ش از کار ن بخدر ایباشد. تحلیلی می-این مطالعه از نوع توصیفی

ه شود سعی شدسازی شناخته میکه به عنوان روش کار و پیاده
هرچه  هادادهبا ارائه یک الگوریتم مناسب و اجرای آن بر روی 

 دهد. در ادامهتشخیص  را افراد مبتلا به بیماری قلبیبهتر 
رداخته پ مراحلشرح و به  آمده استالگوریتم پیشنهادی فلوچارت 

 .(2شده است )شکل 
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مدل پيشنهادي: فلوچارت 9شکل   

  
 مقادیر فازی به یقیحق یهاداده لیتبد

گیری برای تسهیل و درک بهتر کاربر از سطح در فرآیند تصمیم
اعداد  انتومقدار یک صفت نسبت به دامنه مقادیر آن صفت، می

ک . در این صورت کاربر درزبانی تبدیل کرد مقادیرحقیقی را به 
تری از سطح مقدار یک صفت نسبت به دامنه مقادیر آن شفاف

ت ها به صورصفت خواهد داشت. در حقیقت بیان مقدار خصیصه
 کند تا بدون توجه به مقادیر دامنهمقادیر فازی به کاربر کمک می

 نیترادهسدر مورد مقدار آن قضاوت کند. متغیر، به صورت تقریبی 
ظرات استفاده از ن ،یفاز ریبه مقاد یقیاعداد حق لیتبد یروش برا

ه چرا که فرد خبر ست،یمقدور ن شهیروش هم نیفرد خبره است. ا

. ابدییم شیافزا زیاشتباهات ن بیو ضر ستیدر دسترس ن شهیهم
 تیعضو . توابعباشدیم تیاستفاده از توابع عضو گریروش د

که  وجود دارند ایو ذوزنقه یمثلث تیعضواز جمله توابع  یمتعدد
 استفاده شده است. یمثلث تیاز توابع عضو نجایدر ا
( به A) ی( ورودیژگی)و ریدامنه هر متغ ،یمثلث تیتوابع عضو در
K کی دهندهو هر بازه نشان شودیم میمنظم تقس یبازه مثلث 

 very lowند از: اعبارت یانزب ریمقاد نیاست. ا یمقدار زبان

(vl) ،low (l) ،medium (m) ،high (h و )very 

high (vh)پژوهش مقدار  نیدر ا نیبنابرا ؛K  در نظر  8برابر
 (.1)شکل  گرفته شده است

 

ها به مقادیر فازیتبدیل داده

 

تولید جمعیت تصادفی  
 اولیه

 محاسبه کلاس جمعیت

 صحت یهاداده

 کلاس هدف نمونه ورودی

 

SVM train 

SVM test 

محاسبه تابع برازندگی برحسب میزان 

 validationی هادادهبندی صحت دسته

   تیمعهر جبرای 

 

 های صحتداده

شرط 
 توقف

انتخاب بهترین  
 جمعیت

 الگوریتم ماشین  
 بردار پشتیبان

 نمونه ورودی
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 استفاده شده براي هر ویژگی فازي تابع عضویت: 2شکل 

 
 ...،، i1z ،2izنقطه عضویت  22برای نمایش هر متغیر ورودی به 

i11z، باشد، به طوری که نیاز میi1z  وi11z ترین و به ترتیب کم
ل و بقیه نقاط در فواص است ترین مقدار در هر متغیر ورودیبیش

 .مساوی از هم قرار دارند

𝑚𝑓𝑥𝑖𝑗)برای نمایش توابع عضویت هر ویژگی در اینجا 
به  (

کمتر یا مساوی  iAگر نیاز است. اشماره ضلع متغیر زبانی مربوطه 
. شودمی 2 ( برابرP) مقدار تابع عضویت آن ویژگیباشد،  i2zبا 

مقدار تابع عضویت آن  باشد، i3zبا کمتر یا مساوی  iAاگر 
 i11 zکمتر یا مساوی با iAاگر هایت ر ن..، دو شده 1 برابر ویژگی،

مقدار تابع بنابراین  ؛شودمی 22، مقدار تابع عضویت آن باشد،
به همین  باشد.می 22تا  2ضویت اولین ویژگی یکی از مقادیر ع

 شده و محاسبه هاهای دادهتمامی ویژگیبرای این مقدار صورت 
 گردد. ها به مقادیر فازی آن تبدیل میهمه داده

در ادامه جهت محاسبه کلاس هر داده جدید، یک سطر داده 
د و توابعشوهای آموزش مقایسه میتست با تمام سطرهای داده

نماید. بدین صورت که مقدار محاسبه می عضویت جدیدی را 

𝑚𝑓𝑡11)داده تست ویژگی اولین تابع عضویت 
که در مرحله  (

ین اول از اول تابع عضویت ویژگیمقدار  قبل محاسبه شده را با

𝑚𝑓𝑙11)داده آموزش 
کند و مقدار مشابهت را به مقایسه می (

𝑆𝑙11,𝑡11)نمایدثبت می 2تا  2عضویت بین  رعنوان یک مقدا
) .

این تابع روی دومین ویژگی داده تست و دومین ویژگی همان 
د. شوداده آموزش تا آخرین ویژگی داده تست و آموزش تکرار می

با (𝑙𝑖𝑗) امین داده آموزش  iام از  jمقدار مشابهت بین ویژگی 

محاسبه  2از رابطه  (𝑡𝑝𝑞) ستامین داده ت pام از  qویژگی 
 گردد. می

𝑆 (𝑙𝑖𝑗, 𝑡𝑝𝑞) =
𝑚𝑓𝑙𝑖𝑗

− 𝑚𝑓𝑡𝑝𝑞

𝑚𝑓𝑡𝑝𝑞−10
                      (2) 

 
 2آموزش با سطر  2مقدار شباهت نهایی کل مشخصات سطر 
به شکل زیر  2تا  2تست به صورت یک تابع عضویت بین 

 (.1)رابطه  شودمیمحاسبه 
 

𝑀𝑓(𝑙1, 𝑡1) = min [𝑆𝑙11,𝑡11
, 𝑆𝑙12,𝑡12

, 𝑆𝑙13,𝑡13
, … , 𝑆𝑙1𝑚,𝑡1𝑚

]                                                (1)  
 

 های هر داده است.تعداد ویژگی mکه در آن 
,𝑀𝑓(𝑙𝑖=1:𝑛بدین ترتیب  𝑡1) هاکننده همه مشابهت که بیان 

 نمود.های آموزش باید محاسبه ست را برای کلیه دادها

اولین داده تست، کلاس داده آموزشی  خروجی مربوط به کلاس
 (.1)رابطه  است که بیشترین مشابهت را دارد

𝑂𝑢𝑡𝐶𝑙𝑎𝑠𝑠 𝑡1
= 𝐶𝑙𝑎𝑠𝑠 {𝑀𝑎𝑥𝑖=1 𝑡𝑜 𝑛 [𝑀𝑓(𝑙𝑖, 𝑡1)]}                                            (1)  

 
 باشد.های آموزشی می، تعداد کل دادهn که در آن 

 (.4شود )رابطه های تست محاسبه میخروجی مربوط به کلیه دادهبه همین صورت 

𝑂𝑢𝑡𝐶𝑙𝑎𝑠𝑠 𝑡𝑗
= 𝐶𝑙𝑎𝑠𝑠 {𝑀𝑎𝑥𝑖=1 𝑡𝑜 𝑛 [𝑀𝑓(𝑙𝑖, 𝑡𝑗)]}                                                      (4)  
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 ماشين بردار پشتيبانالگوریتم 
 (Support Vector Machine) یبانیپشتهای بردار ماشین

SVMیاوکهای دادهترین و نیرومندترین الگوریتمدقیقاز  ها 
ر ابتدا توسط های بردار پشتیبان، دروند. ماشینشمار میه ب

Vapnik  22[میلادی توسعه داده شدند 92در دهه[. 
SVM تعلق  افتهیمیهای خطی تعمای از مدلها به خانواده

مربوط به ترکیب  ها، بر اساس مقداردارند. در این خانواده از مدل
 و رگرسیون یبندها تصمیماتی در مورد دستهخطی خصیصه

های بردار د که ماشینشوشود. همچنین، گفته میاتخاذ می
 های کرنل تعلق دارند.پشتیبان به روش

SVM ها، علاوه بر دارا بودن یک شالوده ریاضیاتی منسجم در
را  یزیآمتیتئوری یادگیری آماری، عملکرد بسیار خوب و موفق

 اند.در کاربردهای عملی و واقعی از خود به نمایش گذاشته
ردن دودویی با پیدا ک یبنددسته های بردار پشتیبانماشینهدف 

بهترین خط از میان خطوط جداکننده با بیشینه نمودن حاشیه 
 ینا توان ازدسته باشند می ها دوکه داده یزمان باشد و تنها درمی

صورت دودویی عمل نموده و زیرا در کل به ،روش استفاده نمود
 به دو گروه را دارد. یبندقابلیت دسته

ی جستجوامه روش پیشنهادی از الگوریتم به همین منظور در اد
ندی بالگوریتم ماشین بردار پشتیبان جهت دستههارمونی و 

ته ها به سه دسشود. بدین صورت که ابتدا دادهها استفاده میداده
ها تقسیم شده و با استفاده از این داده داده آموزش، تست و صحت

بیند یآموزش م و تکرار الگوریتم هارمونی، ماشین بردار پشتیبان
 پردازد. ها میبندی دادهو سپس به دسته

 گیرد:در ادامه مراحل بالا مورد بررسی قرار می
 توليد جمعيت اوليه با مقادیر تصادفی  -9

کروموزوم با  Npopجمعیت اولیه، هر کدام به تعداد  Nابتدا 
( به مقادیر 1مقادیر تصادفی را تولید نموده و بر حسب شکل )

کند. سپس کلاس هر داده توسط رابطه بوطه تبدیل میفازی مر
 شود. بدین ترتیبهای صحت محاسبه میبا استفاده از داده و (4)

های فازی تولید ها برحسب دادهای از کروموزومجمعیت اولیه
 گردد. یم
-محاسبه تابع برازندگی برحسب ميزان صحت دسته -2

 براي هرجمعيت  validationي هادادهبندي 

 الگوریتم به کمکهرجمعیت  میزان برازندگی مرحلهدر این 
SVM  هر کدام از به کمک  شود. بدین صورت کهیمارزیابی
و با  شودداده می ، آموزشهاهای نظیر آنها و کلاسجمعیت

که چه میزان  گرددیمشخص م validation یهاکمک داده
 ند؛ اینابندی شدهها بر اساس تابع هدف درست دستهاز نمونه

و این دقت همان مقدار  کندیرا مشخص م SVMمیزان، دقت 
 .است برازندگیتابع 

 (Harmony Memory Considering Rate) عملگر -3

HMCR و (Pitch Adjusting Rate) PAR 

زان دارای بهترین میرا که  جمعیتیبرای انجام عمل باز ترکیب دو 
 پسس گرفته شده به عنوان والد در نظر باشند رایمبرازندگی 

 در دو جمعیت )تعداد فرزندان( از نقطه برش فرزندان دو جمعیت را
 نماید.جا به جا می

بدین  ،پذیردیصورت م α که با احتمال (PAR) در عملگر جهش
 شماره کلاس را باشماره کلاس یک فرد که  گرددیگونه عمل م

 شود.یمتعویض  هاکلاسدیگری از مجموعه 
 متوقف الگوریت -4

که یا میزان  نمودهروز مجموعه فضای جمعیت را تا بدان جا به
 دقت از یک حد آستانه مطلوب بیشتر شود و یا به تعداد تکرار

 رارهاتکاز تعداد ثابت  مشخص برسد. در الگوریتم پیشنهادی،
 استفاده شده است.

اساس بالاترین مقدار  انتخاب بهترین جمعيت بر -5

  برازندگی

لگوریتم، بهترین جمعیت که دارای بالاترین مقدار بعد از توقف ا
تابع برازندگی است را به عنوان جمعیت بهینه در جهت آموزش 

ی تست هادادهبندی کردن برای دسته SVMبه الگوریتم 
 گردد.یمانتخاب 

 RBF(Radial Basis تابع کرنل از  ماشین بردار پشتیبان،در 

Function)  ه است. در این رابطه استفاده شد [21]( 8)رابطه
𝑋𝑖  و𝑋𝑗 اشد. ببه ترتیب بردار پشتیبان و رکورد داده تست می

 نظر گرفته شده است.  در 22 برابر σهمچنین مقدار 

𝐾(𝑋𝑖, 𝑋𝑗) = 𝑒𝑥𝑝(−
‖𝑋𝑖−𝑋𝑗‖

2

2𝜎2
)           (8)  

 

 نتایج
 ادلانه برای تشخیصای عبه منظور انجام مقایسهدر این تحقیق 

های یکسان در آموزش الگوریتم ، از مجموعه دادهبیماری قلب
استفاده شده است. برای این منظور از  ماشین بردار پشتیبان

 University of) که از مخزن Heartمجموعه داده 

California, Irvine) UCI [21]  که مرجعی برای یادگیری
 Heart. مجموعه داده است گردیدهباشد، انتخاب ماشین می

ها به دو مجموعه کلاس باشد.کلاس می 1ویژگی و  21شامل 
که کلاس اول  شودتقسیم می سالمو  مبتلا به بیماری قلبیگروه 
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نفر بیمار  229نفر افراد سالم و کلاس دوم شامل  282شامل 
  باشند.می

 .دهدرا نشان می بیماری قلبویژگی  21، 2جدول 

 

 

 بيماري قلب هايویژگی :9جدول 

 بنديدسته ویژگی

 مقدار پیوسته سن بیمار

 2                           زن          جنسیت
 2                             مرد      

 2       نوع معمولی                    (chest pain) درد قفسه سینه
 1        نوع معمولی آنژین         

 1                      بدون آنژین   
 4بدون علامت                       

 مقادیر پیوسته   (Rest BP) خون در حال استراحتفشار
 mm hgمقدار پیوسته در  کلسترول سرم

 2                       212بیشتر از  قند خون ناشتا
 2                       212کمتر از 

 1و  2،2مقادیر  ینتیجه الکتروکاردیوگراف
 مقادیر پیوسته حداکثر ضربان قلب

 2                            خیر      آنژین ناشی از فعالیت
 1                        بله          

Old peak مقادیر پیوسته 

 
Slope 

 2                 شیب به بالا      
 1               مسطح              

 1                ه پایین    شیب ب

 عروق اصلی رنگی شده توسط دتعدا
 فلوروسکوپی

 4-2مقادیر   

 
Thal)اسکن تالیوم( 

 

 1          نرمال                    
 6        نقص ثابت                

 7            پذیر   نقص برگشت

 
 ری قلبی استمتغیر هدف در این مطالعه، وجود یا عدم وجود بیما

که در مورد هر کدام از افراد مورد بررسی یکی از این دو حالت 
دهنده وجود ، نشان2ثبت گردیده است. مقدار این متغیر برابر با 

 اشد. بماری میـدم وجود بیـدهنده عبیماری قلبی و صفر، نشان
های به طور کلی برای بررسی میزان موفقیت و کارایی سیستم

ریختگی ها، از ماتریس درهمبندی و تشخیص بیماریدسته

-ریختگی در دستههای ماتریس درهمشود. تحلیلاستفاده می

 True) حالت مثبت حقیقی 4بندی و تشخیص بیماران منجر به 

Positive)منفی حقیقی ، (True Negative)مثبت کاذب ، 
(False Positive) اذب ـفی کـو من(False Negative )

 (. 1دول )ج شودمی
 

 

 ریختگیماتریس درهم :2جدول 

Nodule Non-nodule 

TP(True positive) FP(False positive) 

FN(False negative) TN(True negative) 
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 :نیمکیعمل م یرذکرشده به شکل ز یربه دست آوردن مقاد یارب
TP ا ر هاآنسیستم  است که ی سرطانیهانمونهتعداد ، شامل

 .داده استدرست تشخیص 
FP را  هاآنسیستم  است که ی سالمیهانمونهتعداد ، شامل

 .سرطانی تشخیص داده است
FN ا ر هاآنسیستم  است که ی سرطانیهانمونهتعداد ، شامل

 .سالم تشخیص داده است
TN ا ر هاآنسیستم  است که ی سالمیهانمونهتعداد ، شامل

 .سالم تشخیص داده است
دهنده تعداد مواردی  طر اصلی نشاندر این ماتریس عناصر ق
بندی شده و عناصر قطر فرعی مواردی است که به درستی دسته

وجه به بنابراین با ت؛ اندبندی نشدهباشد که به درستی دستهمی
 یرابریختگی چهار معیار را دست آمده از ماتریس درهمه مقادیر ب

د که وتوان محاسبه نمیشنهادی میپ یتمالگور ییکارا یابیارز
 :]24[ند از اعبارت

 یبندنرخ دسته -2
 نرخ صحت -1
 نرخ حساسیت()ی نرخ فراخوان -1
4-F- سنجش 
 شود.که هر کدام از روابط زیر محاسبه می 
  

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
( 𝑇𝑃+𝑇𝑁 )

( 𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃)
                                                                             (6)  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                                                         (7)  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                                                (5)  

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                      (9)  

 

سازی الگوریتم پیشنهادی و محاسبه معیارهای هجهت پیاد
تحت  Core i5 ستمیس یروموردنظر از نرم افزار متلب و بر 

نتایج مربوط به الگوریتم  1جدول  استفاده شده است. 7 ندوزیو
 دهد.پیشنهادی را نشان می

 

 يشنهاديپ يستمس یابیآمده از ارزدستبه یجنتا: 3 جدول

 نتایج بيماري قلبی سيستم تشخيص
 % %58 بندینرخ دسته

 % 8/51 نرخ صحت
 58% /5 )حساسیت( نرخ فراخوانی

F- 58 سنجش % 

 

 

ای ـهکیـنهادی، از تکنـپیش شتر الگوریتمـابی بیـبرای ارزی
کاوی، جهت تشخیص فرد مبتلا به بیماری قلبی استفاده داده

 Wekaافزار شده است و الگوریتم پیشنهادی را با استفاده از نرم

از  ایافزار مشتمل بر مجموعهنرماین نماید. ها مقایسه میبا آن
بندی و انتخاب ویژگی است. بندی، خوشهها از قبیل دستهروش

توان به الگوریتم درختکاوی میهای دادهترین الگوریتماز مهم

-Kهای بیزین و تصمیم، شبکه عصبی مصنوعی، شبکه 
های هر ترین الگوریتمهماز مترین همسایه اشاره کرد. نزدیک

 ،RBFعصبی ، شبکه C4.5درخت تصمیم توان بهدسته می
  ترین همسایهنزدیک-Kو  NaiveBayes شبکه بیزین

KNN  .دست آمده از الگوریتم ه نیز نتایج ب 4 جدولاشاره کرد
 کند.ها مقایسه میپیشنهادی را با این روش
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 هاروش سایر با آمده دسته ب نتایج مقایسه: 4 جدول
 سنجش-F فراخوانی نرخ صحتنرخ بنديدستهنرخ الگوریتم نام

RBF Network 7/52 % 1/%51 1/51 % 5/%51 
NaiveBayes 9/52 % 51 % 7/54 % 5/51 %    

K-NN 79 % 1/75 % 56 %  51 % 

C4.5 75 % 2/52 % 52 %  8/ %52 

  % 58   % 5/58 51% /8 % 58 الگوریتم پیشنهادی

 

 گيريبحث و نتيجه
شده هارائ بیماری قلبی یصتشخ یستمس یکپژوهش  ینا در

و  لبیبیمار قعنوان به افراد یبنددسته یبرا یستمساین است. 
 .نمایدیم استفاده یبانبردار پشت ینکننده ماشطبقهسالم، از  فرد

قبولی  نتایج قابل ،در این سیستمبا توجه به محاسبات انجام شده 
اشد، بمی و نرخ حساسیتدارای نرخ دسته بندی  وت آمده به دس

که در مقایسه با نتایج سایر مطالعات انجام شده، دارای دقت قابل 
 قبولی است.

الگوریتم  یک  DeZhiو Kumarهای گذشته، در پژوهش  
در مرحله اول با استفاده ؛ [28] اندی ارائه دادهبینی بیماری قلبپیش

پردازد. سپس با استفاده از اب ویژگی میبه انتخ DMاز تکنیک 
-توابع عضویت فازی، قوانین مبتنی بر منطق فازی را تولید می

نماید. در این پژوهش نشان داده شده است که الگوریتم 
که کاوی، از قبیل شبهای دادهپیشنهادی در مقایسه با سایر روش

 نتایج بهتری را در بر گرفته است. J48عصبی و درخت تصمیم 
و  Khatibiباشد. می %56بندی در این مدل نرخ دسته

Montazer  نیز از یک موتور اسنتتاج ترکیبی جهت تشخیص
در این روش در ابتدا توسط  ؛[26] اندنمودهبیماری قلبی استفاده 

های و تئوری مجموعه Dempster-Shaferترکیب نظریه 
س از روی و سپ نمایدفازی مجموعه قوانین فازی را تولید می

بیماری قلبی را  %85/92بندی این مجموعه قوانین، با نرخ دسته
های از الگوریتم[ 27] و ابراهیمی کند. شفیعیشناسایی می

عصبی،  هایمختلف بیوانفورماتیک از جمله درخت تصمیم، شبکه
بیماری  بینیبندی و ...، برای پیشماشین بردار پشتیبان، خوشه

ز ا یمیو ابراه ت. در مطالعه شفیعیقلبی استفاده نموده اس
الگوریتم ویژگی وزنی، جهت انتخاب ویژگی استفاده نموده که 

به هر ویژگی اختصاص داده شده  2و  2در نهایت، وزنی بین 
های بزرگ مناسب بوده و عمل، برای مجموعه دادهاست. این 

نیاز، به راحتی انتخاب شود. های مهم مورددهد ویژگیاجازه می
و این دقت در  %52این مطالعه روش شبکه عصبی با دقت در 

 رسیده است.  %58های بیز ساده به الگوریتم
بت به یشنهادی نسپ یستمکه س دهدینشان م آمدهدستبه یجنتا

 ولی ؛موفق بوده است بیماری قلبی یصدر تشخ سایر مطالعات
 ؛ستا داده بهبود یتا حد قابل قبول را بندیدستهنرخ هر چند که 

یماری ب افراد مبتلا به ییدر شناسا یینینسبتاً پا یخطا یدارااما 
  .بوده است قلبی

تر افزایش دقت در شناسایی افراد مبتلا به بیماری قلبی به بزرگ  
-می یندهآبنابراین در تحقیقات  ؛ها بستگی داردبودن پایگاه داده

کوردها را تر، تعداد رهای بزرگتوان با استفاده از پایگاه داده
توان افزایش داد و دقت الگوریتم را افزایش داد. همچنین می

های انتخاب ویژگی به جهت کاهش زمان پردازش از الگوریتم
ان تومنظور کاهش تعداد متغیرها استفاده نمود. از این روش می

اده نکولوژی استفآها و در مراکز همچنین برای انواع دیگر بیماری
 نمود. 
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Introduction: Cardiovascular diseases are the leading cause of death worldwide. The world health 

Organization has estimated 12 million deaths per year worldwide, due to the cardiovascular diseases. 

The main aim of this study was to design a smart computer-aided system for the diagnosis of heart 

disease in patients.  

Methods: In this study descriptive and analytical study, data of 270 people with 13 features were used. 

The fuzzy system and support vector machine classifier were combined using facilities of MATLAB 

software and were simulated by a system of core i5 and windows7, as the operating system, to diagnose 

patients with heart disease. 

Results: Fuzzy technique and support vector machine algorithm that were used for the diagnosis of 

heart disease was efficient in rapid diagnosis and consequently increasing the patient chance for 

survival. Evaluation criteria in this system were rates of categorization and sensitivity and the system 

performance for these two indicators were respectively 85% and 85.8%. 

Conclusion: According to the results, the proposed system can diagnose patients with cardiovascular 

diseases with a relatively high accuracy. 

 

Keywords: Cardiovascular Disease, Fuzzy System, Support Vector Machine Classifier. 
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