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 مقاله پژوهشی  

از  یکیالگو در ارتباط است.  یبا مباحث بازشناس انهیواسط مغز و را هایدر سامانه یحرکت -یمختلف حس هایتیفعال یبازشناس مقدمه:

است.  یمغز هایگنالیاستخراج شده از س هاییژگیکاهش تعداد و یچگونگ انه،یسامانه مؤثر واسط مغز و را کی یم در طراحمسائل مه
در بهبود  تواندیم هایژگیباشد. کاهش تعداد ویالگو م یبازشناس نهیمراحل در زم نیتراز مهم یکی یژگیانتخاب و هایتمیاستفاده از الگور

 ثر واقع شود.ؤم هانهیکاهش هز جهنتی در و هابندطبقه ییدقت و کارا

 ینریمورچگان با تیساز جمعنهیو به افتهیبهبود  ینریبا یگرانش یجستجو تمیبا استفاده از دو الگور یژگیانتخاب و مقاله نیدر ا :روش 

ت دست چپ و راست، صورت کتصور حر کیفرد سالم جهت تفک 9 یمغز هایگنالیمربوط به س هایمجموعه داده یبر رو شرفتهیپ
با استفاده از  هیهمسا نیترکینزد kو  بانیبردار پشت نیبند ماشطبقهاند. دو مختلف استخراج شده اندب ریز 6ها در ی. ویژگگرفت

 پردازش شده است.  EEGLABها در محیط متلب و توسط جعبه ابزار داده. شد اعمال هانمونه یانتخاب شده بر رو هاییژگیو

 یو ویژگ یفرکانس یباندها ،یانتخاب ویژگ یهادرصد است. با استفاده از روش 80 یبالا یدر سیستم پیشنهاد یبندنرخ طبقه :جنتای

 اند.حرکت دست چپ و راست استخراج شده یبندثر جهت طبقهؤم یها

 نیترکیبند نزدو طبقه افتهیبهبود  ینریبا یگرانش یجستجو تمیپس از اعمال الگور جیبهبود نتا نشان دهنده جینتا گيري:نتيجه

 .باشدیم هیهمسا
 

 بانیبردار پشت نیماش افته،یبهبود  ینریبا یگرانش،تمیالگور ها:واژهكليد
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 مقدمه 
روزمرره بشرر، جهرت  یدر زندگ یوتریکامپ هایستمیامروزه س

کره  یجرالب هاینهیاز زم یدارند. یک یاژهیامور نقش و لیتسه
 هرایسرتمسی اند،کرده دایبه آن ورود پ یوتریکامپ هایستمیس

اسرت.  نیسرط مغرز و ماشروا هایستمیس ای انهیرا واسط مغز و
 BCI (Brain Computer Interface) منظرررور از

 طیمغز انسران و محر انیارتباط م یاست که برقرار هاییروش
 فیدر تعر و همکاران Alomari . سازدیاطرافش را محقق م

BCI ندگوییم نیچن: BCI است کره برا اسرتفاده از  یستمیس
کنتررل  ایر انگرریمغرز، ارتبراط برا د هراینرورون هایتیفعال

 یکریزفی حرکات بدون را هاربات ایو  مصنوعی اندام ها،دستگاه
 [.1] سازدیممکن م میمستق
 یآوراز جمله جمرع یشامل مراحل مختلف BCI ستمیس کی  

طبقره  ،یژگریپردازش، استخراج و انتخراب و شیو ثبت داده، پ
 یکری[. 2کنترل دستگاه است ] ندیآمرحله فر تیو در نها یبند
است. پس از  یژگیمراحل استخراج و انتخاب و نیا نیترمهماز 

 یژگریو یفضرا دابعا یمناسب، غالباً بزرگ یهایژگیاستخراج و
و برالا  حیصرح ینریبشیاست که منجر به عردم پ ینقطه ضعف

بره  ازیرن نیبنرابرا ؛شودیم بندیرفتن حجم محاسبات در طبقه
کراهش  و یژگریمناسب جهرت انتخراب و هایاستفاده از روش

 .شودیاحساس م BCI هایستمیدر س هایژگیو یابعاد فضا
آن  افترهیو نسرخه بهبرود  یوراثت تمی[ از الگور3 ،4مراجع ] در

 هرا،یژگریاستفاده شده است. مجموعره و یژگیجهت انتخاب و
در نظر گرفتره شرده  یمختلف فرکانس هایمتوسط توان در باند
جهرت  یجرزا  اصرلا زیو آنرال SFS[ از روش5است. در مرجع ]

 .کاهش ابعاد استفاده شده است
 (wavelet packet)ولرتیو لیمانند تبد هاییروش نیهمچن

[ 8-10لفه مستقل در مراجع ]ؤم زی[ و روش آنال6 ،7در مراجع ]
 .کار برده شده استه ب یژگیجهت انتخاب و

و طبقره  یکه تراکنون مرورد بررسر یمغز هایتیجمله فعال از
به تصور حرکرت دسرت چرپ و  توانیست مقرار گرفته ا یبند

[، گروش 12[، حرکت انگشت اشاره دو دست ]11 ،3 ،1راست ]
و  یاحساسر هرایتیر[، و انجام فعال13] یقیدادن به انواع موس

 .[ اشاره کرد15 ،14] یعاطف
هرا جهرت تفکیرک یثرین تررین ویژگؤمقاله انتخاب م نیا در

 یشناسرای تصور حرکت دست چرپ و راسرت یذهن یهافعالیت
مختلف مغز  یهاتواند جهت شناخت قسمتیاند. این امر مشده

که در هنگام تصور حرکرات فرو   یمختلف یفرکانس یو باندها
 یابتکرار افر هایتمیثر باشد. دو مورد از الگورؤشوند میفعال م

مورد اسرتفاده قررار  یمغز هایگنالیاز س یژگیجهت انتخاب و
 تمیاز الگرور یاند از نسخهاعبارت تمیدو الگور نیگرفته است. ا

  ینریساز مورچگران برانهی[ و به16] ینریبا یگرانش یجستجو
 هرایسرامانه یارتقرا یدر جهرت بررسر تمیدو الگور نی[. ا17]

 یزمان انجرام دو حالرت ذهنر رد یمغز هایگنالیس یبازشناس
تصور حرکت دست چپ و تصرور حرکرت دسرت راسرت مرورد 

  .ندااستفاده قرار گرفته

  

 روش
مقاله استفاده از  نیدر ا یشنهادیاز آنجا که روش پ

است، در ابتدا به  یژگیجهت انتخاب و یفرا ابتکار هایتمیالگور
. سپس پایگاه داده و روش پرداخته شد هاتمیالگور نیا یمعرف

 اند.شده یمعرف یپیشنهاد
 يفراابتکار يهابه كمک الگوریتم یژگیانتخاب و -2-1

هستند کره برا الهرام از  هاییتمیالگور یفرا ابتکار هایتمیالگور
انرد. بره وجرود آمده عرتیو طب یکیولوژیو ب یکیزیف یهاندیآفر
اسرت.  یژگریانتخاب و ها،تمیالگور نیمهم ا هایاز کاربرد یکی

هرر  هرا،تمیالگور نیبا استفاده از ا یژگیدر حل مسئله انتخاب و
 شودیم نییتع هاکیو از صفر  یاجواب ممکن به صورت رشته

و در هر  هایژگیرشته برابر با تعداد کل مجموعه و نیکه طول ا
 یژگیانتخاب و یبه معن کیعدم انتخاب و  یصفر به معن ت،یب

بند داده شرده و مربوطه است. پس از انتخاب، هر رشته به طبقه
 یژگری. هرر مجموعره وشودیم دهیسنج یبندطبقه حینرخ صح
 یژگریمجموعره و نیرائه دهد به عنوان بهتررا یبالاتر خکه نر

[، در 28در ]می و همکرراران ئقررا[. 19 ،18] شررودیانتخرراب مرر
تروان و  یهرایتشخیص حرکت دسرت چرپ و راسرت از ویژگ

جهررت  یگرانشرر یجسررتجو تمیدر سرریگنال و از الگررور یانرررژ
 ثر استفاده شده است.ؤم یهاانتخاب کانال

 ينریبا یگرانش يجستجو تمیالگور-2-1-1

را مطرح  ینریبا یگرانش یجستجو تمیالگور و همکاران یراشد
 [.20] باشندیم ریکردند که روابط حاکم بر آن به صورت ز

هرر کردام از  تیعمتشکل از جسم )عامل( است که موق ستمیس
 :شودیدر نظر گرفته م ریها به صورت زجسم نیا

(1  )mi ,...,2,1,                  ),...,,...,(
1 D

i
d

iii xxxX  
 

و در جهت  tبه هر جسم از سوی جسم دیگر نیرویی در زمان 
 jاز طرف جسم  iشود. نیروی وارده به جسم وارد می dبعد 

tF)(به اندازه  d

ij  شود.محاسبه می 2است و طبق رابطه 
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و iM در این رابطه
jM  های جرم گرانشی جسمبه ترتیبi 

فاصله بین دو  ijRو  tثابت گرانش در زمان  j ،)(tGو 

برای . یک عدد بسیار کوچک است . هستند jو  i جسم
از فاصله همینگ  3ها طبق رابطه جسمتعیین فاصله بین 
 .استفاده شده است

(3                          ) 


n

d

d

i

d

jij txtxtR
1

)()()( 

ها از رابطه از سوی سایر جسم iجسم بنابراین نیروی وارده بر 
 شود. محاسبه می 4

(4                          ) 


m

ijkbestj

d

ijj

d

i tFrtF
,

)()( 

jr  عدد تصادفی تولید شده با تابع توزیع یکنواخت در فاصله

سم برتر جمعیت با جk، شامل مجموعه kbest. است[ 1،0]
شایستگی بیشتر است که تابعی از زمان بوده و در ابتدا با مقدار 

m  شروع شده و با زمان به صورت خطی تا رسیدن به مقدار
 .یابدیک کاهش می

 dدر جهت بعد  جسمطبق قانون دوم نیوتن، شتاب هر   
در آن جهت، تقسیم بر جرم  جسمبر متناسب با نیروی وارد 

در  i جسمدر این رابطه، شتاب (. 5رابطه ) اینرسی آن است
tad)(با  tدر زمان  dجهت بعد 

i جسمجرم اینرسی  و i  ام
 .ستنشان داده شده ا iMبا 

(5                                                )
i

d

id

i
M

F
ta )( 

در نتیجه سرعت هر جسم که برابر مجموع ضریبی از سرعت 
 6شتاب طبق رابطه  فعلی آن و شتابش است، پس از محاسبه

طبق رابطه  dدر بعد  iشود و موقعیت جدید جسم حاصل می
 شود.بروز می 7

(6                         ))()()1( tatvrtv d

i

d

ij

d

i  

(7                         ))1()()1(  tvtxtx d

i

d

i

d

i 

ir  عدد تصادفی تولید شده با تابع توزیع یکنواخت در این رابطه
 [ است.0، 1در فاصله ]

شروع و با یک  0Gبا مقدار  G، ثابت گرانشی BGSAدر 
مقدار  8تابع وابسته به زمان در طول تکرارها مطابق رابطه 

 شود.دهی می
(8                                            )),()( 0 tGGtG  

ها با شایستگی بیشتر، جرم بیشتری در این سیستم به جسم
 i بیانگر میزان شایستگی جسم tfiti)(گیرد. اگر علق میت

استفاده  9ها از رابطه توان برای تنظیم جسمباشد می tدر زمان 
 کرد.

(9                      )









m

j

j

i

i

tworsttfit

tworsttfit
tM

1

)()(

)()(
)(   

 
ترین جسم یفمیزان شایستگی ضع tworst)(در این رابطه 

 است. tها در زمان در بین تمامی جسم
ها به صورت در ابتدای تشکیل سیستم، هر کدام از جسم

گیرند که خود جوابی از تصادفی در یک نقطه از فضا قرار می
شوند و ها ارزیابی میه است. در هر لحظه از زمان، جسمئلمس

دست ه ( ب7تا  2سپس تغییر مکان هر جسم، طبق روابط )
 آید.می
هر بعد در مسائل باینری مقدار صفر و یا یک را به خود   

ها با دهد. پس از محاسبه سرعت، مکان جسماختصاص می
کند که تابع انتقال نام دارد تغییر می 10یک احتمال طبق رابطه 

حرکت  11ها با توجه به قانون بیان شده در رابطه و جسم
 کنند.می

(10                     )         ))(tanh())(( tvtvS d

i

d

i  

(11                  )))1((  tvSrand d

i                   if 

   ))(()1( txcomplementtx d

i

d

i            then  

                            )()1( txtx d

i

d

i             Else

          

rand ید شده با تابع توزیع یکنواخت در یک عدد تصادفی تول
 [ است.0، 1فاصله ]

نسخه دیگری از این  تحقیقات بعدی راشدی و همکاران در
نسخه بهبود یافته الگوریتم جستجوی  الگوریتم تحت عنوان
 IBGSA (Improved Binaryگرانشی باینری 

Gravitational Search Algorithm ).این  ارائه کردند
ا بهبود تابع انتقال و افزایش توانایی کاوش، نسخه از الگوریتم ب

های موقعیت رکود و فرار از بهینه توانایی شکست BGSAبه 
 .[16]دهد را می محلی

 ساز جمعيت مورچگان باینريالگوریتم بهينه 2-1-1

سازی رفتار مورچگان در هنگام جستجوی غذا در سال شیبیه
ساز وریتم بهینهمنجر به ارائه الگوریتمی با عنوان الگ 1991

 مورچگان شد. 
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های جالبی در زمان ها حشراتی اجتماعی هستند که رفتارمورچه
طور تصادفی ه ها بدهند. ابتدا مورچهیافتن غذا از خود نشان می
روند تا غذا بیابند هر مورچه در هر به این سو و آن سو می

ای به نام فرمون از خود برجای کند مادهمسیری که عبور می
ها از این ردپا گذارد که به ردپای فرمونی شهرت دارد. مورچهمی

نمایند. در جهت برقراری ارتباط و تبادل اطلاعات استفاده می
مسیرهای انتخابی توسط مورچگان، هرچه یک مسیر دارای 
ردپای فرمونی بیشتری باشد، احتمال انتخاب شدن آن بیشتر 

ها به جمعیت مورچه این پس از مدت کوتاهی، تمامبنابر ؛است
ترین مسیر ممکن برای پیدا کردن غذا دست یافته و کوتاه

نشان  Lها با و یال nها با در این گراف، گره شوند.همگرا می

و بینایی  ijشوند. هر یال دارای دو مشخصه رد پا داده می

است. مورچگان قرار داده شده در گراف قادرند به  ijاست

های با ردپای های عبوری خود ردپا اضافه نمایند و مسیریال
بیشتر را تشخیص دهند. توانایی دیگر این مورچگان توانایی به 
خاطر سپاری مسیر عبوری خود تا زمانی کوتاه است که برای 

 شود.نشان داده می kMام با  kمورچه 
برای حل مسئله، ابتدا هر مورچه به صورت تصادفی روی یکی 

گیرد. سپس برای پیدا کردن جواب بهینه، ها قرار میاز گره
نماید. تعداد ها میشروع به جستجوی گراف و حرکت بین گره

 شوند.نشان داده می tbi)(با  t در زمان iها روی گره مورچه

(Ant Colony Optimization) ACO بر اصل تکرار
استوار است. با تکرار حرکات کوچک، سفر مورچه و با انجام 
سفر تمامی مورچگان یک سیکل و با تکرار چند سیکل، 

شود. پس از ارزیابی سفر مورچه با انجام میACO الگوریتم 
ها، رد پاهای پابروز رسانی رد  شان، در مرحلهحافظه استفاده از

پاهای جدید گیرد که سیکل بعد با ردجدیدی به مسیر تعلق می
ها تا پیش آمدن شرایط توقف تکرار شود این سیکلانجام می

 شوند.می
ها در حل مسئله انتخاب ویژگی توسط این الگوریتم، ویژگی  

یرند. بر حرکت تصادفی گهای گراف قرار میبه جای گره
ها قوانینی از نوع توابع احتمالی به نام قوانین ها بین گرهمورچه

 iدر گره  tدر زمان  kاحتمالی حرکت حاکم است. اگر مورچه 

kتابع  باشد

ijP  احتمال بودن آن در گرهj  1در زمانt+ .است 

(12 )

otherwise

nodesadmissiblejif

P

nodesadmissiblek

ikik

ijij

k
ij



















 


0









α  وβ اند که وظیفه کنترل میزان اهمیت های مسئلهپارامتر
ها شامل ردپا در مقابل بینایی مسئله را دارند. بروز رسانی رد پا

دو مرحله تبخیر و اضافه کردن رد پا است، یعنی مقدار کوچکی 
پای جدید اضافه شود و رداز رد پای موجود دور ریخته می

پای اضافه گیرد. میزان ردصورت می 13شود که با رابطه می

 شود.محاسبه می 14در رابطه  ijLشده به یال 

(13)



m

k

k

ijijijijij oldnew
1

,)()1()(  

 

(14  )
otherwise

LtraverseantKththeif
F

q
ij

K
ij









0

 

 
طبق این روابط، در ابتدای هر سیکل، ابتدا رد پای قبلی هر 

شود که ضریب تبخیر است دور ریخته می ب مسیر با ضری
جز   qگردد. و سپس رد پای مورچه به آن اضافه می

 ijLاضافه رد پای یال  ijهای مسئله است و پارامتر

که در سیکل  هایی استپای تمام مورچهباشد و مجموع ردمی
 .[17]اند فو  از این یال عبور کرده

های متفاوتی از این الگوریتم توسط محققین ارائه تاکنون نسخه
دیگری از الگوریتم  نسخه [21] و همکاراناست. کاشف شده 

های باینری مورچگان ارائه دادند که با ترکیب نقاط قوت نسخه
در کاربرد انتخاب و گسسته سعی در بهبود کارایی این الگوریتم 

 ویژگی داشتند.
 شود.توصیف می 15در این نسخه، رابطه احتمال با رابطه 

(15)

 ,

, , jy

, 0 , 1, 0 , 1

( )

     ,  

0                             

k
ix jy

ix jy ix

l ix l l ix lix l ix l

P t

j l addmissible nodes

otherwise



  

 

   


 

   



 

0,0در این رابطه  ji ،0,1 ji ،1,0 ji  1,1و ji  به ترتیب بیانگر

 jام و  iهای های متصل کننده گرهرردپای فرمونی بین مسی
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. ( است1به  1( و )1به  0(، )0به  1(، )0به  0های )ام روی یال
در این روش، محدودیت نسخه باینری برطرف شده است و از 

ها هستند ویژگی ها قادر به دیدن و بررسی همهآنجا که مورچه
باشند، احتمال ها میتخاب یا عدم انتخاب ویژگیو مجاز به ان

 .[21]پیدا کردن زیر مجموعه بهینه بالاتر است 

 پایگاه داده -2-2
های مغزی ثبت شده توسط مرکز گراز در این مقاله از سیگنال

مورد استفاده قرار  BCIکه در چهارمین دوره از مسابقات 
داده حاوی  . این مجموعه[22]اند، استفاده شده است گرفته
های مربوط به تصور حرکت دست چپ و تصور حرکت نمونه

 سال است.  8/23دست راست نه شخص سالم با میانگین سنی 
روی اشخاص در زمان ثبت سیگنال روی یک صندلی روبه

در . گیرندمانیتور رایانه در شرایطی کاملاً راحت قرار می  صفحه
در ( ┼)مت یک علا t=0(s)ابتدای هر آزمایش، در لحظه 

و یک صدای  گرددوسط صفحه سیاه مانیتور رایانه ظاهر می
یک علامت  t=2(s)در . شودپخش می نیز هشدار صوتی

متناسب با یکی از دو گروه )پیکان که به سمت چپ و راست 
در وسط صفحه ظاهر ( حرکت دست چپ و دست راست

از آن دارد.  ثانیه بر روی مانیتور وجود 25/1گردد و به مدت می
زمان به بعد، شخص بسته به جهت فلش، مشغول تصور حرکت 
یکی ازحرکات دست چپ یا دست راست، تا زمانی که فلش 

از . شدمی t=6(s)  شود، یعنی تا زمانروی صفحه دیده می
آن پس عمل نشان دادن فلش با فواصل زمانی کوتاه تکرار 

انجام شود و فرد مورد آزمایش هم تصور حرکت مربوطه را می
کانال،  22از  10-20ها مطابق استاندارد این داده .دهدمی

محل قرار  1در شکل  .اندثبت شده EOGهمراه با سه کانال 
کانال بر روی سر نشان داده  22گیری الکترود مربوط به این 

هایی از نوع توسط الکترود EEGعمل ثبت  شده است.
Ag/AgCl مرجع پتانسیل متر و نسبت به سانتی 5/3 با فاصله

 45ها به مدت تقریبی هر سری از داده. گوش چپ انجام شد
سیگنال   .هرتز ثبت شده اند 250برداری دقیقه با نرخ نمونه

 100تا  5/0ثبت شده از یک فیلتر میان گذر با باند عبور بین 
علاوه بر این جهت حذف نویز بر . هرتز عبور داده شده است

 .[22] هرتز استفاده شده است 50فیلتر  Notch شهر از یک 
مورچه  mیک جمعیت از مورچگان مصنوعی شامل  ACOدر 

شود که در محیطی به نام گراف زندگی در نظر گرفته می
ها متناسب با کنند. هر گراف دارای چندین گره و این گرهمی

وصل ها دارند، به یکدیگر ارتباطی که اجزای مسئله یعنی گره
 دهند. های گراف را تشکیل میشده و یال

 

 
 [22]ها روي سر افراد مورد آزمایش نحوه قرار گيري الکترود: 1شکل 

 روش كار -2-3
آورده  2ها در شکل اصلی انجام شده بر مجموعه داده مراحل

شده است و توضیح هر یک از این مراحل در ادامه به تفسیر 
 شرح داده شده است.

 هاي انجام شده پردازشپيش  2-3-1
افررزار هررای لازم در ایررن مقالرره بررا اسررتفاده از نرمپردازش

MATLAB  صررورت گرفترره اسررت. جهررت انجررام کارهررای
بارگرذاری ایرن های مغرزی و پردازشی اولیه برر روی سریگنال

، از جعبررره ابرررزار MATLABها در نررررم افرررزار سررریگنال
EEGLAB v 13.4.4b  ین . همچنر[23]استفاده شده اسرت

جهت حرذف و کراهش نویزهرای حیراتی از   AARجعبه ابزار 
هایی مهمترین نویز. افزوده شد EEGLABبه  EEGسیگنال 

ناشری از  هراینرویز باشردمری هاقادر به کاهش آن AARکه 
حرکررات و  EOG (Electrooculogram)حرکررات چشررم 

از جملره . هستند EMG( Electrocardiogram)ها ماهیچه
 EOGهای حاصرل از برای کاهش نویز AARهایی که روش

 Least Mean)پایرهبرر های رگرسریونکند، روشاستفاده می

Squares ) LMS، (Recursive Least Squares) 
RLS باشندهای وفقی میو دیگر الگوریتم. 
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 ش كاربلوک دیاگرام رو :2شکل                                        

 
 

به طور کلی هسته اصلی این جعبه ابزار در جهت کاهش 
 :های حیاتی شامل سه مرحله استنویز

با استفاده از روش جداسازی  EEGدر مرحله اول، سیگنال 
در . شودتجزیه می ایفه فاصلهؤبه چندین م (BSS) منبع کور

مرحله دوم، یک معیار مناسب برای آشکارسازی خودکار اجزای 
در نهایت، در مرحله سوم . شوده به آرتیفکت استفاده میوابست

 با استفاده از اجزا  بدون آرتیفکت مجدداً EEGسیگنال 
 .[24]گردد بازسازی می

 

 استخراج ویژگی -2-3-2
های فرکانسی در مرحله استخراج ویژگی، لگاریتم توان باند

های ذکر شده، های مغزی به عنوان ویژگی از سیگنالسیگنال
ستخراج شدند. با توجه به فعالیت ذهنی انتخابی در این مقاله ا

  αکه تصور حرکت دست چپ و راست است، دو باند فرکانسی 
 

 
 

دلیل تصور ه ب انتخاب شدند. در انجام این آزمایشات βو 

 αآرامش و سکون افراد در حین آزمایش باند فرکانسی  ،حرکت

غلبه  βسی دلیل هوشیاری و قصد حرکت باند فرکانه و ب
های میان گذر جعبه ابزار با استفاده از فیلتر. [25]خواهند داشت 

EEGLAB سی رانررکرد فرانرش برشα ( Hz10 -8) ،1α 

( Hz12 -10) ،1β ( Hz15 -12) ،2β ( Hz18 -15) ،

3β (Hz 30-18 ) و همچنین توان کل سیگنال در بازه
ها در ای از ویژگی، به عنوان مجموعه(Hz30 -8)فرکانسی 

 ند.مورد بررسی قرار گرفته ا مقالهاین 
نرمال  16با استفاده از رابطه  1/0-9/0در بازه ها در ادامه، داده
 .[1]سازی شدند 

(16) 

minminmaxminminmax )/()()( yxxxxyyy  
 

 سیگنال ورودی

 پیش پردازش

 ویژگیاستخراج 

 بله

 الگوریتم انتخاب ویژگی

 

 توقف شرط خیر

 زیرمجموعه ویژگی پیشنهاد شده

 

 ارزیابی

 

های انتخابی مجموعه ویژگی

 شده
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هر یک از سطرهای ماتریس ) سیگنال ورودی x این رابطه، در
 .باشدمی 1/0برابرminyو  9/0برابر maxyو ( ذکر شده

 

 انتخاب ویژگی -2-3-3
در بخش مربوط به الگوریتم انتخاب ویژگی،  2با توجه به شکل 

هایی های استخراجی، زیر مجموعهابتدا از مجموعه ویژگی
ها برای ارزیابی ویژگیاین زیر مجموعه . شوندانتخاب می

تابع ارزیابی . شوندبع ارزیابی میمیزان شایستگی وارد تا
های انتخاب شده را بر اساس تواند میزان شایستگی ویژگیمی

های ریاضی و آماری، میزان معیار: معیارهای مختلف مانند
در . ارزیابی نماید غیرهبند، کاهش بعد داده و عملکرد طبقه

نهایت یک مقدار به عنوان میزان کارایی زیر مجموعه ویژگی 
شرط خاتمه برای ادامه یا متوقف سپس . گرداندنظر باز میمورد 

خاتمه باید به طور مناسب شرط . شودیند بررسی میآنمودن فر
یند انتخاب ویژگی در فضای جستجو آدر نظر گرفته شود تا فر

تواند برپایه تابع این شرط می. برای یافتن جواب سرگردان نماند
 :تولید کننده تعریف شود، مانند

 .هر زمان که تعداد معینی ویژگی انتخاب شدند (الف
 .هر زمان که به تعداد مشخصی از تکرارها رسیدیم( ب

 :یا اینکه بر اساس تابع ارزیابی انتخاب شود، مانند
که اضافه یا حذف کردن ویژگی، زیر مجموعه وقتی  (الف

 .بهتری را تولید نکند
رزیابی وقتی که به یک زیرمجموعه بهینه براساس تابع ا( ب

 .برسیم

های انتخاب ویژگی در این مقاله، معیار ارزیابی در الگوریتم
 باشد.بندی میمیزان عملکرد طبقه

 

 بنديطبقه -2-3-4
بند ماشین جهت تفکیک حرکات دست چپ و راست از دو طبقه

و  SVM (Support Vector Machine) بردار پشتیبان
 (K- nearest neighbor) ترین همسایهبند نزدیکطبقه

(K-NN.استفاده شده است ) 
SVM های یادگیری با نظارت است که از آن یکی از روش

مبنای کاری طبقه . شودبندی و رگرسیون استفاده میبرای طبقه
ها است و در تقسیم خطی بندی خطی داده، دستهSVMبند 
شود خطی انتخاب شود که حاشیه اطمینان ها سعی میداده

 .[26]شد بیشتری داشته با

K-NN بر پایه  هابندترین طبقهترین و متداولیکی از ساده
بند کافی است برای آموزش این طبقه. است یادگیری نمونه

برای . خیره شوندذهایشان های آموزش با برچسبنمونه
های های مرحله آزمون، ابتدا فاصله نمونه آزمون از نمونهنمونه

های ترین نمونهز نزدیکتا ا kشود سپس آموزش محاسبه می
را  آزمونبند، نمونه این طبقه. شوندآموزش نگه داشته می

 K  را در بین  داند که بیشترین آرامی ایدستهمتعلق به 
بند تعداد در این طبقه .تر آن داشته باشدهمسایه نزدیک

و تابع محاسبه فاصله بین دو نقطه اهمیت  kها، مقدار همسایه
استفاده  K=1ین مقاله از فاصله اقلیدسی و . در ا[27] دارد

 شده است.
شده استفاده  fcv -5روش ها، از جهت افراز مجموعه داده

در این روش، هر مجموعه داده به پنج زیر مجموعه مجزا . است
هر یک از این زیر . شودو با اندازه یکسان تقسیم می

های ایجاد شده، یک بار به عنوان مجموعه آزمون و مجموعه
به عنوان مجموعه داده آموزش، مورد استفاده قرار  بقیه
شود و در هر مرتبه یکی از این عمل پنج بار تکرار می. گیرندمی

پنج زیر مجموعه ساخته شده در ابتدا، به عنوان مجموعه داده 
گیری روی  طدر نهایت، نتایج با متوس. گیردآزمون قرار می

 .شوندنتایج حاصل از این پنج آزمون تخمین زده می
نرخ صحیح طبقه  از معیار ها،مقایسه عملکرد الگوریتم برای
بندی، برابر است با نرخ صحیح طبقه. استاستفاده شده بندی 

بندی شده اند های آزمون که به درستی طبقهنسبت تعداد نمونه
 (.17ابطه )ر های آزمونبه تعداد کل نمونه

 
 
 
بندی بحث انتخاب ویژگی، هر چه نرخ صحیح طبقهدر   

های مجموعه ویژگیتر باشد، به این معنی است که زیربزرگ
 ؛اندبندی صحیح داده داشتهانتخاب شده نقش مؤثر در طبقه

 .آیندتری به شمار میهای مناسببنابراین ویژگی

 

 نتایج

زمون صورت گرفتند و فرد مورد آ 9ها برروی تمامی آزمون
 .نتایج جداول مربوط به میانگین نتایج مربوط به این افراد است

ها با ها به مجموعه دادهبندمربوط به اعمال طبقه 1نتایج جدول 
های فرکانسی است. در های استخراجی از باندتمامی ویژگی

های ها با ویژگینتایج حاصل از اعمال مجموعه داده 2جدول 
ند فرکانسی به طور مجزا ارائه شده است. نتایج این دو هر زیر با

جدول مربوط به روشی است که از هیچ الگوریتم انتخاب 
 ویژگی استفاده نشده است.

___________________________ 
 های آزمون طبقه بندی شده صحیحتعداد نمونه

 های آزمونتعداد کل نمونه
CAR= 
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بندی پس از نتایج مربوط به نرخ صحیح طبقه 4و  3در جداول 
عنوان شده در بخش های  های انتخاب ویژگیاعمال الگوریتم

 قبل، آورده شده است.
های انتخابی در باندتوگرام مربوط به تعداد تکرار ویژگیهیس

هرتز که به عنوان زیر باند فرکانسی با  10 -12فرکانسی  
نمایش داده شده است. این  3بهترین نتایج معرفی شد در شکل 

 9ها شامل هیستوگرام تعداد تکرار هر ویژگی در کل آزمایش
 باشد. می ،اندبار اجرا شده 5دسته که هر کدام  5فرد در 

 
 هاي فركانسیهاي استخراجی از باندها با استفاده از تمامی ویژگیبندي مجموعه دادهنرخ صحيح طبقه :1جدول 

CAR% بندطبقه هاتعداد ویژگی 
37/50  132 K-NN 
84/53  SVM 

 
 طور مجزاه فركانسی ب  ر زیر باندهاي استخراجی از هها با استفاده از ویژگیبندي مجموعه دادهنرخ صحيح طبقه :2جدول 

 طبقه بند هاتعداد ویژگی باند فركانسی)هرتز(

8-30  18-30  15-18  12-15  10-12  8-10   

25/50  77/49  22/50  68/51  21/53  00/52  22 KNN 

68/54  91/55  78/51  30/53  57 71/53  SVM 

 عدد است. 22 ها در هر زیر باند*تعداد ویژگی         
 

 هاي فركانسی.هاي استخراجی از باندهاي انتخاب ویژگی روي تمامی ویژگیها پس از اعمال الگوریتمبندي مجموعه دادهنرخ صحيح طبقه :3جدول 

CAR% الگوریتم انتخاب ویژگی طبقه بند هاي انتخاب شدهتعداد ویژگی 

12/79  61 K-NN IBGSA 

30/54  SVM 

05/49  64 K-NN ABACO 

13/53  SVM 

 
 طور مجزا.ه فركانسی ب هاي استخراجی از هر زیر باندهاي انتخاب ویژگی روي ویژگیها پس از اعمال الگوریتمنرخ صحيح طبقه بندي مجموعه داده :4جدول 

 الگوریتم انتخاب ویژگی بندطبقه باند فركانسی)هرتز(

8-30  18-30  15-18  12-15  10-12  8-10  ی انتخاب شدههاتعداد ویژگی 

01/82  65/82  80/81  17/83  2/84  02/83  9 K-NN IBGSA 

66/54  16/55  14/51  31/54  92/55  17/54  9 SVM 

37/51  63/50  26/50  06/51  46/53  39/52  8 K-NN ABACO 

44/56  19/52  43/53  21/52  31/57  5/55  9 SVM 

 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
0

20

40
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 هرتز 12-10هاي انتخابی در باند فركانسی هيستوگرام ویژگی :3شکل 

 

 گيريو نتيجهبحث 
های فرا ابتکاری جهت استفاده از الگوریتم مطالعه حاضردر 

های های مربوط به سیگنالانتخاب ویژگی از مجموعه داده

های بازشناسی مربوط به مغزی در راستای ارتقای سامانه
 2و  1های ذهنی پیشنهاد شده است. با مقایسه جداول فعالیت
های استخراجی تمامی ویژگیتوان به این نکته پی برد که می
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تنها  2های فرکانسی مناسب نیستند، چرا که در جدول از باند
های مربوط به باند فرکانسی خاص توانسته استفاده از ویژگی

 های تمامیاست نتایجی نزدیک به نتایج استفاده از ویژگی
های باند فرکانسی ها داشته باشد. چرا که استفاده از ویژگیباند
مربوط به این باند  2هرتز که بهترین نتایج در جدول  10 -12

فرکانسی است حدود سه درصد بهتر از نتایج استفاده از 
بنابراین ؛ است 1های فرکانسی در جدول های تمام باندویژگی

اند به صورت مجزا های فرکانسی توانستههر یک از این باند
تمام  هایتری نسبت به حالت مجموع ویژگیعملکرد مناسب

و  SVMهای های فرکانسی داشته باشند. عملکرد طبقه بندباند
K-NN  در یک سطح ارزیابی  2و  1با توجه به نتایج دو جدول

 شود.می
های انتخاب ویژگی نتایج تغییرات پس از اعمال الگوریتم  

های انتخاب که الگوریتم 3که در جدول  طوریه زیادی دارند. ب
ها اعمال شده است، ها با تمامی ویژگیویژگی به مجموعه داده

ها به چیزی حدود نصف کاهش یافته است. آنچه تعداد ویژگی
که در این جدول قابل تأمل است، بهبود قابل توجه نتایج با 

های انتخابی توسط بر روی ویژگی K-NNبند استفاده از طبقه
IBGSA درصدی  54که علاوه بر کاهش  طوریه است. ب

 12/79به  37/50بندی از ها نرخ صحیح طبقهتعداد ویژگی
ای دارند. این نتایج در رسیده است که تفاوت قابل ملاحظه

رفت نتایج طور که انتظار مینیز قابل تأیید است. همان 4جدول 
بهتر است. همچنین این بار طبقه  3نسبت به جدول  4جدول 
 توانسته است در بهترین حالت که باند فرکانسی K-NNبند 
ویژگی به نرخی برابر  9هرتز است با استفاده از تنها  10 -12
ها، برسد. در تمامی حالات بر روی این مجموعه داده 21/84

 شود. ارزیابی می ABACOبهتر از  IBGSAعملکرد 
 10، (C3) 8 شماره هایلدهد کاناهمچنین نتایج نشان می

(CZ ) ،12 (C4 ) ،14 (CP3 و )7 (C5به عنوان کان )های ال
هرتز نتایج خوبی در  10 -12پر تکرار و باند فرکانسی 

 دهند.بندی تصور حرکت دست چپ و راست میطبقه
نتایج حاکی از آن است که استفاده از الگوریتم جستجوی 

ها تواند به انتخاب مناسب ویژگیگرانشی باینری بهبود یافته می
به نسبت بندی که طبقه K-NN. همچنین طبقه بند منجر شود

بندی است توانست نتایج طبقه SVMتر از تر و سریعساده
[، در تشخیص 28در ] می و همکارانئ. قابهتری ارائه دهد

های توان و انرژی در حرکت دست چپ و راست از ویژگی
سیگنال و از الگوریتم جستجوی گرانشی جهت انتخاب 

ک . در تحقیق حاضر در یثر استفاده شده استؤهای مکانال

ثر و زیرباندهای متفاوت بررسی ؤهای متر، ویژگینگاه جزئی
های استخراجی توان در این پژوهش، ویژگیاند. همچنین شده
با در نظر گرفتن هر زیر  های فرکانسی در نظر گرفته شد.باند

باند به صورت جداگانه و انتخاب ویژگی، نتایج بهتری حاصل 
 شده است.

ست که با توجه به نتایج مربوط به ا قابل توجه دیگر این نکته
های فرکانسی، در تمامی باند 4در جدول  K-NNبند طبقه

بندی های طبقهکانال خاص توانسته است نرخ 9انتخاب 
دهد که در مشابهی ارائه دهد. این نتایج این امکان را می

صورت در دسترس نبودن اطلاعات مربوط به یک باند 
های دیگری در باند فرکانسی الفرکانسی خاص، بتوان از کان

 دیگر استفاده کرد.
دهد که این نشان می ABACOنتایج حاصل از اعمال   

های انتخابی توانسته است الگوریتم از لحاظ تعداد ویژگی
اما با استفاده از این  ؛پیش رود IBGSAهمپای الگوریتم 

ای در نرخ صحیح های انتخابی بهبود قابل توجهویژگی
 ی حاصل نشده است.بندطبقه

مرزی لوب مرکزی و لوب آهیانه و در  در ناحیه 14کانال شماره 
ناحیه سمت چپ در  نیز 7. کانال شماره است مغز  سمت چپ

 لوب مرکزی قرار دارد. لوب آهیانه در سمت چپ، وظیفه
که  طوریه تشخیص سمت راست و چپ بدن را بر عهده دارد ب

اختلال در تشخیص سمت  اگر این لوب آسیب ببیند فرد دچار
 چپ و راستش خواهد شد. همچنین لوب مرکزی وظیفه

از جمله  هاریزی و کنترل حرکات ارادی را دارد. این کانالبرنامه
در  هاتوان از اطلاعات آنکه می هستندهای مهمی کانال

 .تفکیک حرکت دست چپ و دست راست استفاده کرد
روی یک پایگاه داده ست که بر ا های پژوهش ایناز محدودیت

و حرکت از افراد سالم آموزش دیده آزموده شده است و فقط د
خط آموزش -. همچنین به صورت برونذهنی در نظر گرفته شد

دیده و آزموده شده است. جهت کارهای آتی، بررسی اثر بخشی 
های های انتخاب ویژگی بر دیگر مجموعه ویژگیالگوریتم

های ذهنی مربوط به فعالیت های مغزیاستخراجی از سیگنال
، تشخیص تعداد حرکات بیشتری از همچنینشود. پیشنهاد می

 BCIهای باشد. همچنین از آنجا که در زمینه سیستمهم می

نیاز به عملی شدن نتایج در دنیای واقعی جهت ساخت دستگاه 
وجود  های برخطاست، نیاز به انجام تحقیقات در زمینه سامانه

های پیچیده تر جهت الت، نیاز به ارائه روشدارد. در این ح
بازشناسی وجود دارد. در هر کدام از این کاربردها، ممکن است 

 ثر متفاوتی حاصل شوند.  ؤها و باندهای مویژگی
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ثر در ؤهای مست که انتخاب ویژگی نتیجه گیری کلی این
تواند منجر به بهبود تعامل های مغزی میبندی سیگنالطبقه

ها شود. در واقع افراد از طریق بررسی تصور ذهنی آن ماشین با
وان به تها، میبا انتخاب بهترین زیرباندها و بهترین ویژگی

های ثرتر کار تشخیص را انجام داد. یکی از روشؤصورت م
های ها، استفاده از الگوریتممناسب جهت انتخاب بهترین ویژگی

 شد.باجستجوی ابتکاری مانند جستجوی گرانشی می
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Introduction: Pattern recognition field is necessary for the recognition of different sensorimotor 

tasks in Brain Computer Interface systems. Reducing the number of features is an important step in 

Brain Computer Interface systems and it can improve the accuracy and efficiency of the 

classification and reduce the costs.  

Methods: In this paper, features selection was performed through using Improved Binary 

Gravitational search algorithm and Advanced Binary Ant Colony Optimization on data related to 

brain signals of nine normal subjects for imagination of left and right hand movements.  Features 

were extracted from six different frequency bands. Two classifiers including support vector machine 

and k- nearest neighbor were applied to separate the classes. Data were processed by EEGLAB 

toolbox and through matlab software. 

Results: The classification rate of the proposed method is 84.21%. Using feature selection methods, 

effective frequency bands and features for left and right hand movement classification were 

extracted. 

Conclusion: The results show the improvement in the classification rate by using Improved Binary 

Gravitational search algorithm and nearest neighbor classification.  
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