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 مقاله پژوهشی  

 میاز بدخ مخیخوش یتومورها صیتشخ ،یماموگراف ریزنان است. در تصاو انمی در هاسرطان نتریجیاز را یکیسرطان پستان  مقدمه:

 یبه صورت ابزار تواندیاست که م یشاخه از هوش مصنوع کی نیماش یریادگی. است بردشوار و زمان یکار یشباهت ساختار لیبه دل
 یریادگی هایروش نتریجیاز را یکی SVM بانیبردار پشت نیکند. ماش یاری یرگیمیرا در تصم هاآنو  ردیدر کنار پزشک قرار گ یکمک
و توابع  یژگیانتخاب و ریأثت یمطالعه، بررس نیا وابسته است. هدف یورود هاییژگیاست که عملکرد آن به نوع تابع کرنل و و نیماش

 .باشدیم SVMکرنل مختلف در عملکرد 

. شدانجام  کیژنت تمیتوسط الگور هایژگیو نیانتخاب بهتر. گرفتای انجام این مطالعه از نوع تحلیلی بود و با روش مقایسه روش:

و  هایژگیابتدا با تمام و هیدرجه دو و پرسپترون چندلا ه،یپا یعاعتوابع ش ،یخط ،ایمختلف شامل چندجمله یبا توابع کرنل SVMسپس 
 و نیسکانسیاز مجموعه داده سرطان پستان و دهابنعملکرد طبقه یابی. به منظور ارزشد یابیمنتخب آموزش و ارز هاییژگیسپس با و

 .ها در متلب انجام شدمدل سازیادهیپ

 شیکاهش و با تابع کرنل درجه دو افزا هیبا تابع کرنل پرسپترون چندلا SVMعملکرد  یژگینشان داد که بعد از انتخاب و جینتا :نتایج

مقدار  نیبعد از کاهش بعد، بهتر ،یدر هر دو حالت مطلوب بود. به طور کل هیپا یو تابع شعاع یحال، عملکرد توابع کرنل خط نی. با اافتی
 .افتیدرصد کاهش  138/0و  077/1، 833/0 ،663/0 زانیبه م بیت و صحت به ترتیحساس ،یژگیدقت، و

 یماریب صیتشخ ایدرمان  یبرا یرگیمیپزشکان را در تصم توانندیم نیماش یریادگی هایکیبر تکن یمبتن هایروش گيري:نتيجه

  کنند. یاری
 

 زودهنگام سرطان صیتشخ ،ینیبال میتصم بانیپشت هایستمیکاهش بعد، س ن،یماش یریادگی ها:كليد واژه
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 مقدمه 
در  یچره در کشرورها ،هاسررطان نیتررجیسرطان پستان از را

 تزنران اسر انمی افته،یتوسعه  یحال توسعه و چه در کشورها
مرگ بر اثر سرطان پستان و  600000به  کی. سالانه نزد[1،2]
ابرت  بره سررطان پسرتان در کرل جهران  ونیلیم کیاز  شیب

 لیراز دلا یکریاگرچه سررطان پسرتان  ؛[3،4] شودیگزارش م
 یزنران اسرت، اگرر بره زود انیمرگ بر اثر سرطان در م یاصل
 [.5] برود خواهرد شرتریداده شود امکران درمران آن ب صیتشخ
و درمران بهترر  تیریزودهنگام نه تنها منجر بره مرد صیتشخ
. [1] دهردیکراهش مر زیردرمران را ن هراینرهیکه هز شودیم

امرا  ؛سررطان پسرتان اسرت صیتشخ یمیروش قد یماموگراف
 کیر ریدر تفسر هراسرتیولوژینشان داده نه تنهرا راد قاتیتحق
 %90بلکره  ،کننردیمتفراوت عمرل مر اریبس یماموگراف ریتصو
از  %25 ها حردوداًاز آن %10 و تنها %3کمتر از  هاستیولوژیراد

 هرایشیبرا وجرود آزمرا ؛[6] دهنردیمر صتشخی را هاسرطان
 وارخبرگان، دش یبرا یحت تواند،یم صیمختلف، همچنان تشخ

 هرایداده ادیرو حجرم ز یپزشک نینو هاییباشد. ظهور فناور
 ینریبشیدر پ دیجد یهایتوسعه استراتژ یرا برا ریمس مارانیب

 ر،یراخ یهادر سرال [.7] سرطان هموار کرده اسرت صیو تشخ
و کاهش  هایماریب صیتشخ یبرا نیماش یریادگی هایکیتکن
 Machine) [.3] اندمورد توجه قرار گرفته یپزشک یهانهیهز

Learning)  ML اسرت کره بره  یاز هوش مصرنوع ایشاخه
ه و استنتاج بر اساس آن داد هاینمونه یاز رو یریادگیموضوع 

ه سررطان بر ینریبشیدقرت پ ر،یاخ هایدر سال [.8] پردازدیم
درصرد  20ترا  15 نی، بر MLهرایکیرواسطه اسرتفاده از تکن

 یریکررارگه برر یادیررمطالعررات ز [.8] داشررته اسررت شیافررزا
را  نهیسررطان سر ینریبشیدر پ یصرنوعهروش م یکردهایرو

 [.6] انددانسته زیآمتیموفق
 میتقسر یبره دو گرروه اصرل ML نیماشر یریادگی یهاروش

بانراظر،  یریادگیربانراظر و بردون نراظر: در  یریادگی: شوندیم
کره  شوندیاستفاده م نیآموزش ماش برای هااز داده ایمجموعه

بردون نراظر،  یریادگی در اما ؛اندبا جواب درست برچسب خورده
کره  سرتیوجود ندارد و مشخص ن ایداده برچسب خورده چیه

 هرایاز روش یکری یبندطبقه [.7،8] ستیپاسخ مورد انتظار چ
توسرعه  یدار بررابرچسرب هایباناظر است که از داده یریادگی
سررطان،  قراتیدر تحق [.7] کندیاستفاده م ینیبشیمدل پ کی
 هرا،داده انیرم یالگوها ییشناسا یبرا توانندیم هاکیتکن نیا
مرورد  میاز بدخ میش خخو یتومورها صیبقا و تشخ ینیبشپی

 [.9-12،7] رندیاستفاده قرار گ

 (Support Vector Machine)  SVMکیرتکن نتریجیرا 
 یاسرت. بررا یرخطریو غ یخطر هرایداده بنردیدسرته یبرا
 ترا هابا حداکثر کردن کردن فاصله داده SVM یخط هایداده
ا ر  hyper planeنترررینررهی، به hyper planeکیرر
بتردا برا اسرتفاده از ا  SVM ،یرخطیغ هایداده ی. براسازدیم

و  کنردینگاشرت مر شتریب دبا ابعا ییتوابع کرنل داده را به فضا
 نیتررمهم [.13] سرازدیرا مر نرهیبه hyper plane سرپس
بنرد طبقه دیرتول ز،یند از: مقاومت به نرواعبارت SVM یایمزا
در  یحتر عیسرر یریادگیربررازش و  شیعدم مشکل بر ق،یدق

بره  یادیرمطالعات ز [.13،14] هایبودن تعداد ورودصورت بالا
 یبنددسرتهیعنی انسرطان پست صیدر تشخ SVM یاثربخش
  [.1،3،7،13-15] اندپرداخته میاز بدخ میخوش خ یتومورها

است که نوع تابع  یموارد ضرور یسر کی SVMکار با  یبرا
اند. از آن دسته یژگیو نهیبه یرفضایانتخاب ز نیکرنل و همچن

کاهش بعرد  هایتمیاز الگور نهیبه یفضا ریبه منظور انتخاب ز
 شیپ هایکیتکن نتریاز مهم یکی. کاهش بعد شودیاستفاده م

وجود دارد  یادیز یایپردازش داده است. در کاهش بعد داده مزا
 کننرد،یدر ابعاد کم بهتر عمل م ML هایتمینمونه الگور یبرا
 زینو شوند،ینامرتبط حذف م هاییژگیع وه با کاهش بعد وه ب

. کراهش شودیساخته م یمدل بهتر جهیو در نت ابدییکاهش م
 شرودیانجام مر هایژگیاز و ایرمجموعهیکه با انتخاب ز یبعد
تمام  انیدر م ر،یاخ هایدر سال [.8] دارد نام «یژگیانتخاب و»
مانند  تیبر جمع یمبتن یکردهایرو ،یژگیانتخاب و هایکیتکن
 اریبسر کیرژنت تمیمورچگان و زنبورها و الگرور یکلون متیالگور

 تمیالگرور کیر کیژنت تمالگوری [.16] اندمورد توجه قرار گرفته
الهرام  عتیهوشمند است که از تکامل در طب یتصادف یجستجو

 (Genetic Algorithmالگوریتم ژنتیک )گرفته شده است. 

GAجسرتجو تمیالگرور کیراست که  هایییژگیهمه و یدارا 
 توانیرا م GAداشته باشد:  دیبا یواقع یایدن حل مسائل یبرا

آن بره  یعملگرهرا رایز ،داد رییتغ دیمسائل جد یبرا یبه سادگ
جرامع  GAع وه، ه دارند. ب یکم یه وابستگئلدانش خاص مس

 یابیرمقالره ارز نیهدف ا [.6] است وممقا زیبوده و نسبت به نو
برر  GAبرر  یمبتنر یگرژیاثر توابع کرنل مختلف و انتخراب و

 سرطان پستان است. ینیبشیدر پ SVMعملکرد 

  

 روش
به منظور ارزیابی از پایگاه داده سرطان پستان ویسکانسین 

(Wisconsin Breast Cancer Database) WBCD 

 UCIموجود در پایگاه 
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https://archive.ics.uci.edu/ml/datasets/Breast+

Cancer+Wisconsin+%28Original%29  استفاده
ویژگی است  10رکورد و  699شد. این مجموعه داده شامل 

ها در آن)بدون در نظر گرفتن شناسه( که اط عات مربوط به 
( %5/34ر )بیما 241. از این میان، تعداد نشان داده شد 1جدول 

( دارای تومور %5/65بیمار ) 458دارای تومور بدخیم و 
مقدار  16در مرحله پیش پردازش داده،  خیم هستند.خوش

 مفقودی با استفاده از میانگین هر صفت پر شدند. 
 

 
 Wisconsinهاي مجموعه داده سرطان پستان : ویژگی1 جدول
 انحراف معيار()ين ميانگ دامنه نام متغير

 1-10  (82/2) 42/4 (Clump Thickness) ضخامت انبوه 
 1-10  (05/3) 13/3 (Uniformity of Cell Size) سلولیکنواختی اندازه  
 1-10  (97/2) 21/3 (Uniformity of Cell Shape) یکنواختی شکل سلول 
 1-10  (85/2) 81/2 (Marginal Adhesion) هاچسبندگی لبه 

 1-10  (21/2) 22/3 (Single Epithelial Cell Size) حجم سلول بافت اپیتلیال
 1-10  (6/3) 54/3 (Bare Nuclei) های عریانهسته

 1-10  (44/2) 44/3 (Bland Chromatin) کروماتین ب ند 
 1-10  (05/3) 87/2 (Normal Nucleoli) هسته عادی 
 1-10  (72/1) 59/1 (Mitosesمیتوز ) 

  )بدخیم( 4)خوش خیم( و  2 (Classک س )

 

 

 

 

در ایررن مطالعرره، از الگرروریتم ژنتیررک برررای انتخرراب بهترررین 
هررا اسررتفاده شررد. تررابع برازشرری کرره برررای شناسررایی ویژگی
ثیرگرذار در تشرخیص تومورهرای خروش خریم و أهای تویژگی

 -Kترین همسرایه )نزدیرک K ،بردخیم، در نظرر گرفتره شرد

nearest neighbor) KNN است. به منظور کراهش ابعراد
در نظرر  3ها داده تا حد ممکن، در ایرن مقالره، تعرداد همسرایه

  ویژگی مشخص شوند.  3گرفته شد تا بهترین 

مردل  SVM ،5به منظور بررسی اثر توابع کرنل برر عملکررد 

(، پرسپترون Quadratic) های خطی، درجه دومتفاوت با کرنل
ای ، چند جملهMLP(Multi-layer perceptron) لایهچند 
(Polynomial( و توابررع شررعاعی پایرره )Radial basis 

function) RBF  ایجاد شد. هر کدام دو بار، بر اساس تمامی
، GAهرای انتخراب شرده توسرط ها و بر اساس ویژگیویژگی

روش  1 الگرروریتم شرروند.تسررت میآمرروزش دیررده و سررپس 
سرازی الگروریتم پیاده بره منظرور دهرد.پیشنهادی را نشان می
اسرررررتفاده شرررررد. Matlabافرررررزار پیشرررررنهادی از نرم

  
 

 : الگوریتم روش پيشنهادي1 الگوریتم
 های مفقودیگام اول: پیش پردازش داده و پر کردن نمونه

 گام دوم: استفاده از داده به عنوان ورودی الگوریتم ژنتیک
 گام سوم: ای
 اولیه به صورت تصادفی  جاد جمعیت

 گام چهارم: محاسبه تابع برازش
 در نظر گرفته شد، یا رسیدن به مقدار بهینه( 100)رسیدن به حداکثر تعداد تکرار که دراینجا  GAگام پنجم: بررسی شرایط خاتمه 

 گام نهم :بله
 خیر: گام ششم

 گام ششم: انتخاب والدین )روش: چرخ رولت(
 (Bit inversionجهش )روش  و (Arithmetic)روش  ای تقاطعگام هفتم: اعمال عملگره

 گام هشتم: تکرار از گام چهارم
  GAگام نهم: خاتمه 

 SVMهای منتخب به عنوان ورودی گام دهم: استفاده از ویژگی
 های منتخبها و ویژگیهای مختلف بر اساس تمام ویژگیبا کرنل SVMمدل  5گام یازدهم: آموزش و آزمون 

 (fold cross-validation 10با و بدون انتخاب ویژگی )روش  SVMزدهم: مقایسه عملکرد گام دوا
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 نتایج

با  GAس از پیش پردازش داده، به منظور انتخاب ویژگی از پ
مبتنی بر فاصله اقلیدسی استفاده شد.  KNNتابع برازش 

، BN(Bare Nuclei) ند ازاهای منتخب عبارتویژگی
(Clump Thickness) CTو (Normal Nucleoli) 

NN های در مرحله بعد، مدلSVM  بر اساس توابع کرنل
و درجه دو بر اساس  RBF، MLPای، خطی، چند جمله
های منتخب ساخته شدند. یکی از ها و ویژگیتمامی ویژگی

بندها که مجموعه های ارزیابی عملکرد دستهترین روشرایج
 ،کننده تقسیم میبرچسب دار را به چند زیرمجموع داده

Cross-Validation باشد. بدین منظور با استفاده از می
 10مجموعه داده به  fold cross validation 10روش 

زیر مجموعه مستقل تقسیم شد و هر بار یکی به عنوان 
ها به عنوان داده آموزش در نظر مجموعه تست و سایر داده

بار  9ی تست و گرفته شدند. بدین صورت هر داده یک بار برا

 شود. برای آموزش استفاده می
در نتیجه کل مجموعه داده برای آموزش و تست پوشش داده 

بند شامل دقت، شود. معیارهای ارزیابی عملکرد طبقهمی
گیری میان تعداد دفعات صحت، حساسیت و ویژگی با میانگین

نحوه محاسبه هر یک از این  2. جدول شدتکرار محاسبه 
مرتبه  10نتایج حاصل از میانگین دهد. ا نمایش میمعیارها ر
حالتی که تمام برای  ع کرنل مختلفبا تواب SVMاجرای 
 .  نشان داده شد 1در شکل اند، ها وارد مدل شدهویژگی

 
مثبت  :TP –بند : نحوه محاسبه معيارهاي ارزیابی عملکرد طبقه2 جدول

 منفی نادرست :FNمثبت نادرست و  :FP : منفی درست،TNدرست، 

 Accuracy= (TP+TN)/(TP+TN+FP+FN) صحت

 Precision= TP /(TP+FP) دقت

 Sensitivity = TP / (TP+FN) حساسیت

 Specificity = TN /(TN+FP) ویژگی

 

 
 

 

 
  SVMمدل مختلف  5ی براي : ميانگين معيارهاي ارزیاب1 شکل

 
 
 

با  SVMمدل  5به منظور انتخاب ویژگی،  GAپس از اجرای 
 وزشرآمتوابع کرنل مختلف بر اساس سه ویژگی انتخاب شده، 

 
 

 
 
 

 kو سپس تست شدند. میانگین معیارها نیز برای تمامی مقادیر 
 .نشان داده شد 2در شکل 
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 از كاهش بعد بعد SVM مختلف مدل 5 يبرا یابیارز يارهايمع ميانگين :2 شکل

 

 

 گيريبحث و نتيجه

، RBFمبتنی بر توابع کرنل  SVMهای ، مدلنتایجباتوجه به 
MLP و Linear اگر چه  ؛اندیافته های بهتری دستبه جواب

 در تشخیص اما معمولاً ؛ها پایین استویژگی در آن
هایی چون سرطان مدلی که حساسیت بالاتری دارد بیماری

که  شود. در مدل با حساسیت بالا احتمال اینترجیح داده می
 کم است.  ،، خوش خیم تشخیص داده شودتومور بدخیم

بندی بر اساس ، در دسته2های شکل با توجه به یافته
مبتنی بر توابع کرنل  SVMهای های انتخاب شده مدلویژگی

عملکرد مناسبی داشتند. همچنین از  RBFدرجه دو، خطی و 
شود که بعد از انتخاب می مشاهده 2 و 1 هایمقایسه شکل

کاهش و با تابع  MLPبا تابع کرنل  SVMویژگی عملکرد 
کرنل درجه دو افزایش یافت. با این حال، عملکرد توابع کرنل 

RBF عد از و خطی در هر دو حالت مطلوب بود. به طور کلی، ب
کاهش بعد، بهترین مقدار دقت، ویژگی، حساسیت و صحت به 

درصد  138/0و  077/1، 833/0، 663/0ترتیب به میزان 
 کاهش یافت.
عملکرد  Sitamahalakshmi [13]و  Kumarدر مقاله 

SVM ( با شبکه عصبی احتمالیProbabilistic Neural 

Network) PNN ن بندی مقایسه شده است. بدیبرای دسته
ند امنظور از سه مجموعه داده پزشکی استفاده شده که عبارت

 fold-10، ماموگرافی و هابرمن. از روش WBCDاز: 

cross validation ها ابی مدلرو معیار صحت برای ارزی 

 
 

 
 
 

های . نتایج نشان داد که به ترتیب مجموعه دادهاستفاده شد
WBCD ماموگرافی و هابرمن ،SVM  با تابع کرنلRBF  و
عملکرد بهتری نسبت به  %7/71و  %2/82، %9/96صحت 
PNN  دارد. در مطالعه  %3/70و  %5/79 ،%5/71با صحت
بعد از کاهش بعد نیز به دقت قابل  RBFبا تابع  SVMحاضر 
 ای رسیده است.مقایسه

Bazazeh  وShubair  به مقایسه سه  [7]نیز در مقاله خود
بندی دفی در دسته، شبکه بیزین و جنگل تصاSVMروش 

WBCD نتایج نشان داد شبکه بیزین بر اساس تندپرداخ .
( و جنگل %2/97( و دقت )%1/97معیارهای حساسیت )

 %9/99برابر با  AREA UNDER ROCتصادفی با 
 ها هستند. بهترین روش

Gatuha و Jiang [1 ] نیز به مقایسه عملکرد شش روش
، Bagging ،SVMاز: ندا کاوی پرداخته که عبارتداده

Decorate، J48 ،KNN  وNaïve Bayes بدین منظور از .
WBCD 10، روش ارزیابی-fold cross validation  و

معیارهای حساسیت، ویژگی و صحت استفاده شده است. بر 
، معیار ویژگی Naïve Bayes (5/97%)اساس معیار حساسیت 

Bagging (5/97% و معیار صحت )SVM (97%بهترین ) 
های مختلف این عملکرد را داشتند. همچنین از میان ترکیب

 Naïve و  SVM ،KNN ،J48شش روش، ترکیب 

Bayes  بهترین رویکرد بود. در این مقاله نوع  %3/97با صحت
 SVMاما صحت مدل  ؛تابع کرنل مورد استفاده تعیین نشده
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با انواع تابع کرنل، بعد از  SVMاز  4/0توسعه داده شده حدود 
 اهش بعد بیشتر است.ک
بندها نیز از ترکیب دسته [15]و همکاران   Sewakدر مطالعه  

به منظور بهبود عملکرد تشخیص استفاده شده است. ابتدا بر 
با  SVMمدل  fold cross validation ،30-10اساس 

ای آموزش دیده و سپس و چندجمله RBFتوابع کرنل خطی، 
کار گرفته ه بند ترکیبی بسازی دستهمدل برای پیاده 5بهترین 

شدند. مجموعه داده تشخیص سرطان پستان ویسکانسین با 
ویژگی برای ارزیابی مدل استفاده شده است.  32رکورد و  569

ای بهترین عملکرد را ها تابع کرنل چند جملهاز میان مدل
که برای مجموعه داده مورد استفاده در مطالعه داشت در حالی

اما روش ؛ ای عملکرد مناسبی نداشتبع چند جملهحاضر، تا
و  %11/98%، ویژگی 89/98%، دقت 29/99ترکیبی با صحت 

 مدل انتخابی داشت.  5% عملکردی بهتر از 100حساسیت 
نیز از مجموعه داده  [14]و همکاران  Mertدر مطالعه   
 اما با استفاده از آنالیز اجزای مستقل ؛استفاده شده نیسکانسیو
(Independent component Analysis )ICA  ابعاد

داده به یک ویژگی کاهش یافته است. در بخش ارزیابی، 
 SVMو  KNN ،ANN ،RBF-NNهای عملکرد روش

 fold-5/10هایقبل و بعد از کاهش بعد بر اساس روش

cross validation بررسی شده  %40و  %20بندی و بخش
با در نظر گرفتن  fold cross validation-10است. در 

%، 39/93، ویژگی %53/97با صحت  ANNها، تمامی ویژگی
 Youden%، شاخص 07/98برابر با  F-%، معیار100حساسیت 

( Discriminant power) ، قدرت تشخیصی934/0برابر با 
بهترین روش بود. بعد از  956/0برابر با  AUCنهایت و بی

با  RBFع کرنل با تاب SVM، روش ICAکاهش بعد با 
و حساسیت  769/2، قدرت تشخیصی %04/93برابر با  F-معیار
، 795/0برابر با  Youdenبا شاخص  KNNو روش  47/97%

 AUCبا  RBF-NNو  %9/84و ویژگی % 03/91صحت 
اگرچه مدل  ؛بهترین عملکرد را داشتند 881/0مساوی با 

SVM  با تابعRBF ضر حساسسیت بالاتری از مدل مطالعه حا
 اما از نظر معیارهای صحت ؛بعد از انتخاب ویژگی دارد

عملکرد  پژوهش حاضر( مدل %71/79( و ویژگی )86/90%)
کاهش بعد باعث  CPUبهتری داشته است. از نظر زمان 

ثانیه KNN، 49/41ثانیه برای  25/1کاهش زمان به اندازه 

ثانیه  33/8و  RBF-NNثانیه برای  ANN ،35/39برای  
 شده است.  SVMبرای 

ترکیبی از شبکه  [3]و همکاران  Mittalبند پیشنهادی دسته
 stochastic gradient descentده و عصبی خودسازمان

و  SVMتصمیم،  درخت با سه روش است که عملکرد آن
جنگل تصادفی مقایسه شده است. برای ارزیابی عملکرد این 

ت و معیار صح  fold cross validation-10ها ازروش
استفاده شده است. نتایج نشان داد که برای هر دو مجموعه 

، روش Wisconsinداده، تبلیغات اینترنتی و سرطان پستان 
SVM و 745/96های آموزش با صحتی برابر  برای داده %
اما در مرحله تست، روش  ؛بهترین روش بوده است  782/99%

 SVM% بهتر از 692/99% و 872/96پیشنهادی با صحت 

ذکر نشده به  SVMعمل کرده است. در این مقاله تابع کرنل 
 همین دلیل نتایج آن با مطالعه حاضر قابل مقایسه نیست.

های ترین تابعی است که در طراحی مدلرایج RBFتابع کرنل 
SVM ًاز نظر صحت از سایر  استفاده شده است و معمولا
در  های یادگیری ماشین بهتر عمل کرده است. تنهاروش

به موضوع انتخاب ویژگی  [14]همکاران  و Mertمطالعه 
پرداخته شد که در آن نیز کاهش اندک در معیارهای ارزیابی و 

های کاهش ثر بودن الگوریتمؤدهنده م افزایش سرعت نشان
از  SVMمطالعه همچنین مشخص شد که این بعد است. در 

عات قبلی نظر زمانی نیز پیچیدگی کمی دارد. هیچ کدام از مطال
 اند. نپرداخته SVMثیر انواع توابع کرنل بر عملکرد أبه بررسی ت

ثیر انتخاب ویژگی و توابع کرنل بر أدر این مطالعه به بررسی ت
خیم و بندی تومورهای خوشدر دسته SVMبند عملکرد طبقه

اگر چه نتایج نشان داد که ؛ بدخیم سرطان پستان پرداخته شد
با هر تعداد ویژگی به نتایج مطلوبی و خطی  RBFتوابع کرنل 

دست یافتند، اما در مطالعات آینده بایستی این موارد با مجموعه 
که  شود. با توجه به این آزمایشهای بزرگ و واقعی نیز داده

ثیر انواع أست، بررسی تا های واقعی بالاابعاد داده معمولاً
د مفید توانبندها میهای انتخاب ویژگی بر عملکرد طبقهروش
 باشد. 

 

 منافعتضاد 
گونه تضاد نمایند که هیچوسیله نویسندگان تصریح میبدین

 منافعی در خصوص پژوهش حاضر وجود ندارد.
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Introduction: Breast cancer is one of the most common cancers affecting women. In 

mammography, differentiating a malignant tumor from a benign one is a very tedious task due to 

their structural similarities. Machine Learning (ML) is a subfield of Artificial Intelligence that can 

be used as an effective tool to help physicians to make decisions. Support vector machine (SVM) is 

one of the most common ML techniques that its performance depends on kernel parameters tuning 

and input features. The aim of this study was to investigate the effect of feature selection and 

different kernel functions on SVM performance. 

Methods: This analytic study was performed through comparative method. Genetic algorithm was 

used for feature selection. SVM models based on different kernel functions, including polynomial, 

Linear, Radial Basis Function (RBF), Quadratic and Multi-Layer Perceptron (MLP), were first 

performed with all features and then, with the selected features. The Wisconsin original breast 

cancer data set was used as a training set to evaluate the performance of the classifiers. All 

implementations were done in MATLAB environment. 

Results: According to the obtained results, by applying feature selection, the performance of SVM 

with MLP kernel function decreased and with quadratic kernel function increased. However, the 

performances of the linear and RBF kernels were desirable in both conditions. Generally, after the 

dimension reduction, the best accuracy, specificity, sensitivity and accuracy were dropped by 0.663, 

0.833, 1.077 and 0.138 percent respectively. 

Conclusion: The ML-based methods can help physicians in diagnosis and decision makings for 

treatment.   

 

Keywords: Machine Learning, Dimension reduction, Clinical decision support systems, Early 

cancer diagnosis 
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