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Introduction: The prevalence of hypertension in children is increasing, and this complication is 

considered the most important risk factor for cardiovascular diseases in older age. Early detection and 

control of hypertension can prevent its progress and reduce its consequences. Machine learning 

methods can help predict this complication promptly and reduce cost and time. This study aimed to 

provide a model based on ensemble machine learning methods to more accurately predict the 

hypertension of primary school children. 

Method: This is an applied developmental study that was conducted using the information of 1287 

primary school children aged 7-13 years in Kashmar city. After data preprocessing, to achieve a more 

accurate diagnosis of hypertension in children, the output results of five common machine learning 

methods in disease diagnosis including decision tree, naive Bayesian, nearest neighbors, artificial 

neural network, and support vector machine using weighted majority voting method were combined. 

Results: The results showed that the accuracy, sensitivity, and specificity of the proposed model were 

90.31%, 80.65%, and 93.54%, respectively, and compared to similar studies it performed better. 

Conclusion: The proposed model can better predict and diagnose hypertension in children and 

improve accuracy and reduce the error rate. This model can be a useful and early tool in the diagnosis 

of hypertension in children, reducing the consequences and costs of this complication and being a big 

step in the fight against hypertension. 
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 مقاله پژوهشی  

شمار ه بالاتر ب نیدر سن یعروق- یقلب یهایماریب یعامل خطر برا نیترعارضه مهم نیاست و ا شیفشار خون بالا در کودکان رو به افزا وعیش مقدمه:

 یریادگی یهااز آن را کاهش دهد. روش یناش یامدهایآن را گرفته و پ شرفتیپ یجلو تواندیموقع فشار خون بالا و کنترل آن مهب صی. تشخرودیم
 بیبر ترک یمبتن یمدل مطالعه با هدف ارائه نیو زمان گردند. ا نهیعارضه کمک کرده و باعث کاهش هز نیموقع اه ب ینیبشیبه پ توانندیم نیماش

 انجام شد. یفشار خون کودکان دبستان ترقیدق ینیبشیو پ صیتشخ یبرا نیماش یریادگی یهاروش

شهر کاشمر انجام شده است.  ساله 13تا  7 ینفر از کودکان دبستان 1287بوده که با استفاده از اطلاعات  یاتوسعه-یمطالعه از نوع کاربرد نیا روش:

 صیمتداول در تشخ نیماش یریادگی پنج روش یخروج جیکودکان مبتلا به فشار خون بالا نتا ترقیدق صیتشخ یبراها، پردازش داده شیپس از پ
 تیاکثر یریگیبا استفاده از روش رأ بانیبردار پشت نیو ماش یمصنوع یشبکه عصب ها،هیهمسا نیکتریساده، نزد نیزیب م،یمشامل درخت تص ها،یماریب

 .شوندیم بیدار ترکوزن

 65/80، 31/90 بیبه ترت یشنهادی( در مدل پSpecificity) یژگی( و وSensitivity(، حساسیت )Accuracyنشان داد که دقت ) جینتا :نتایج

 دارد. یبا مطالعات مشابه، عملکرد بهتر سهیدرصد بوده و در مقا 54/93و 

اشتباه  زانیفشار خون بالا در کودکان را انجام داده و باعث بهبود دقت و کاهش م صیو تشخ ینیبشیپ تواندیبهتر م یشنهادیمدل پ گيري:نتيجه

عارضه بکاهد  نیاز ا یناش یهانهیو هز امدهایفشار خون بالا در کودکان، از پ صیو زودهنگام در تشخ دیابزار مف کیبه عنوان  تواندیمدل م نیگردد. ا
 در مبارزه با فشار خون بالا باشد. یو گام بزرگ

 

 ینیبشیپ ن،یماش یریادگی یهاروش ،یفشار خون بالا، کودکان دبستان ها:واژهكليد
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 مقدمه

فشار خون بالا یک بیماری مزمن است که در سراسر جهان شایع 
. [1] شودبوده و هر سال از سطح سنی مبتلایان به آن کاسته می

 قلبی، نارسایی این عارضه نقش مؤثری در افزایش خطر حمله
 2] های عروق کرونری قلب و مرگ و میر داردکلیوی، بیماری

با  .[4] رودشمار می یک دغدغه اصلی بهداشت جهانی به و [3،
درصد از مرگ  13توجه به گزارش سازمان بهداشت جهانی حدود 

اکثر . [3، 5] باشدخون بالا میو میرهای جهان ناشی از فشار
 [6]ای ندارند افراد مبتلا به فشار خون بالا هیچ علامت و نشانه

. [3]شود قاتل خاموش محسوب مییک این عارضه  و در نتیجه
تواند آن می و کنترلتشخیص زودهنگام فشار خون بالا و نظارت 

پیامدهای ناشی از آن را کاهش جلوی پیشرفت آن را گرفته و 
به همین دلیل مورد توجه بسیاری از پژوهشگران قرار  دهد و

 که افرادی برای دندهمی نشان بالینی مطالعات .[2]گرفته است 
 خطر معرض در یا هستند بالا خونفشا بالینی پیش مرحله در

 طور به است ممکن بیماری پیشرفت هستند، خون فشار به ابتلا
 دارویی درمان یک با یا زندگی سبک تغییر طریق از توجهی قابل
 .[4] یابد کاهش مؤثر

امروزه فشار خون بالا دیگر یک بیماری بزرگسالان نیست و    
نوجوانان امروزی به دلایلی از قبیل کودکان و ای از تعداد فزاینده

 . درشوندسبک زندگی و عدم فعالیت فیزیکی دچار آن میتغذیه، 
در بین بالا فشارخون  افزایشیشیوع  دربارهکه جامعی  مطالعه

 زنگ خطر افزایش سالانه ،کودکان و نوجوانان ایرانی انجام شده
را به صدا ایرانی درصدی شیوع فشار خون بالا در کودکان  21/0

متأسفانه فشار خون بالا در کودکان تا زمانی که  در آورده است.
به حدی نرسد که زندگی آنان را به خطر بیاندازد و یا تا زمانی 

شود. با توجه به ه به بزرگسالی نرسند، تشخیص داده نمیک
 ی کنترل نشده برای سلامتیخون بالاپیامدهای درازمدت فشار

خون بالا در کودکان و نوجوانان نین این واقعیت که فشارو همچ
های مهم یک سیگنال تشخیصی برای بسیاری از بیماری

باشد یپزشکی است، تشخیص زودهنگام و صحیح آن ضروری م
[8، 7]. 

ماشین  یادگیریبندی در های دستهروش در چند سال اخیر    
ها مورد عنوان یک راهکار مهم در تشخیص و کنترل بیماریبه

های هوش ن یکی از شاخهاند. یادگیری ماشیتوجه قرار گرفته
و نشان داده شده است که استفاده از آن در  باشدمصنوعی می

ها نسبت بینی بیماریهای تشخیص و پیشابزارها و مدل توسعه
به طوری  .[9] داردهای دستی و مرسوم، عملکرد بهتری به روش

ی و کشآن در حوزه پزکه سازمان بهداشت جهانی به کاربرد 

در  های پزشکی و سلامتدانش استخراج شده از داده سودمندی
مطالعات  .[10] کید کرده استأت هابینی بیماریتشخیص و پیش

بینی، های یادگیری ماشین برای پیشروشاند که اخیر نشان داده
بوده و مورد  و مفید و کنترل فشار خون بالا نیز مؤثر تشخیص

 Oanhبه عنوان مثال  .انده پژوهشگران زیادی قرار گرفتهتوج

 Naiveیادگیری بیزن ساده ) هایروشاز  [6]و همکاران 

Bayes)NB، های عصبی مصنوعی )شبکهArtificial 

Neural Networks)ANN ماشین بردار پشتیبان ،
(Support Vector Machine)SVMترین ، نزدیکk 

، درخت تصمیم KNN(K-Nearest Neighborsهمسایه )
(Decision Tree)DT( رگرسیون خطی ،Logistic 

Regression)LR( جنگل تصادفی ،Random Forest) 
RFگیری و ی، رأ(Extreme Gradient Boosting )

XGBoost  مراجعین به بینی فشار خون بالا در شپیبرای
ها بیانگر های آنیافته کردند. استفادهبیمارستانی در ویتنام 

بینی فشار خون بالا در پیشهای یادگیری این روشسودمندی 
روش جنگل تصادفی نسبت به  ها نشان دادند که. آنباشدمی

 .رد بهتری داشته استعملکهای مقایسه شده سایر روش
Islam های درخت تصمیم، جنگل از روش [9] و همکاران
(، رگرسیون GBMتقویت گرادیان )، XGBoost، تصادفی
( برای LDAو روش آنالیز تشخیص خطی ) (LRخطی )

های بیماران جنوب ی دادهبالا در مجموعهبینی فشار خون پیش
خون آسیا و همچنین شناسایی عوامل پرخطر مؤثر در بروز فشار

، XGBoostهای ها نشان دادند که روشآن بالا استفاده کردند.
GBM رگرسیون خطی و ،LDA  درصد از  90با دقتی حدود

این اند. دو روش درخت تصمیم و جنگل تصادفی بهتر بوده
ه ( را بBMIبدنی ) سن و شاخص تودههای ویژگیها روش

 ثر در بروز فشار خون بالا در مجموعه دادهؤعنوان عوامل م
مدلی برای  [11]و همکاران  Zhao کردند. شناساییبررسی شده 

بینی فشارخون بالا با استفاده از روش یادگیری جنگل پیش
و بدون نیاز به هایی که به راحتی از افراد از روی ویژگیتصادفی 

. پیشنهاد کردندیافتنی است، قابل دستابزار تخصصی خاصی 
، سن، BMIهای درصد داشته و ویژگی 82دقتی حدود  این مدل

فشار خون را به عنوان عوامل اصلی خانوادگی  دور کمر و سابقه
 کند.شناسایی میمورد نظر  در مجموعه داده بروز فشار خون بالا

بینی فشار خون بالا پیشها در مطالعه خود نشان دادند که آن
استفاده از با  ،های بالینی و ژنتیکیبدون نیاز به دسترسی به داده

بوده و از عملکرد  پذیرامکان ی جنگل تصادفییادگیر الگوریتم
 است. خوبی برخوردار

 [
 D

O
I:

 1
0.

34
17

2/
jh

bm
i.2

02
2.

05
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jh
bm

i.i
r 

on
 2

02
6-

01
-3

0 
] 

                             3 / 10

http://dx.doi.org/10.34172/jhbmi.2022.05
https://jhbmi.ir/article-1-723-en.html


 ، دوره نهم، شماره سوم 1401 پایيز  مجله انفورماتيک سلامت و زیست پزشکی

 

151                     148-157Journal of Health and Biomedical Informatics 2022; 9(3):  

 

روش یادگیری  ترینرایجعصبی مصنوعی  روش یادگیری شبکه
است که برای تشخیص و پیش بینی فشار خون بالا  ماشین

از روش  [12]دهقاندار و همکاران  .[2] استفاده شده است
عصبی مصنوعی برای تشخیص چاقی و فشار  یادگیری شبکه

سال استفاده  18تا  7آموزان اصفهانی بین خون بالا در دانش
ر خون تواند فشاها میها نشان داد که مدل آنکردند. ارزیابی آن

 79درصد و  74سیستولیک و دیاستولیک را به ترتیب با دقت 
های از روش [8]و همکاران  Chaiدرصد تشخیص دهد. 

مختلف یادگیری ماشین برای تشخیص فشار خون بالا در 
های و ارزیابی هاهساله استفاده کردند. مقایس 17تا  13نوجوانان 

)روش  LightGBMآنان نشان داد که روش یادگیری ماشین 
تقویت گرادیان سبک( از عملکرد بهتری در مقایسه با سایر 

ها برای تشخیص فشار خون بالا برخوردار بوده است. این روش
روش یادگیری  با توسعه [13]دیگری  پژوهشگران در مطالعه

 76های عصبی مصنوعی، مدلی با دقت حدود ماشین شبکه
ساله  17تا  13در نوجوانان  بینی فشار خون بالادرصد برای پیش

 ارائه نمودند.
بینی های موفق پیشنهاد شده برای پیشدر تعدادی از مدل

یادگیری مختلف استفاده  خون بالا از ترکیب چندین روشفشار
های یادگیری ماشین شده است. رویکرد ترکیبی یکی از روش

بینی و تشخیص بر اساس ترکیب است که نتیجه نهایی پیش
ترکیب این شود. یادگیری حاصل می خروجی چند روش نتایج

. [14]بندی است یک راهکار قدرتمند برای افزایش دقت دسته
دهند که این رویکرد در مقایسه با مطالعات انجام شده نشان می

های یادگیری استفاده شده در ترکیب، دقت هر یک از روش
و تأثیر قابل توجهی در بهبود تشخیص فشار  [15]بالاتری داشته 

 [4]و همکاران  Fang .[16]خون بالا و عوامل مؤثر بر آن دارد 
مدلی ترکیبی پیشنهاد کردند که با ترکیب نتایج خروجی دو روش 

بینی فشار خون بالا را پیش LightGBMو  KNNیادگیری 
قتی ها نشان داد که این مدل پیشنهادی دارزیابی آنکند. می

 KNN های در این مدل، هر یک از روشدرصد دارد.  86حدود 

ورودی  کنند که نمونهبینی میبا احتمالی پیش LightGBM و
بینی بر اساس نهایی پیش باشد. نتیجهمتعلق به کدام دسته می

این مدل از  شود.میانگین وزنی این احتمالات مشخص می
 نظر گرفتن دربدون های خونی افراد، سن و شاخص یژگیو

 خانوادگی و یا سبک زندگی که به هایی از قبیل سابقهویژگی
بینی فشار برای پیش ،خون بالا مرتبط هستندطور مستقیم با فشار

روش  [16]و همکاران  Fitriyaniکند. خون بالا استفاده می
، MLPهای یادگیری ترکیبی ارائه کردند که ابتدا الگوریتم

SVM  وDT  ها اعمال و سپس خروجی ی دادهمجموعهروی
دست آوردن ه ب برای لجستیکها توسط روش رگرسیون آن

شود. دقت این روش بر روی بینی، استفاده مینتیجه نهایی پیش
 73/85خون بالا به ترتیب برای تشخیص فشار دو مجموعه داده

 درصد بوده است. 78/75درصد و 
موقع فشار خون بالا در با توجه به ضرورت تشخیص به    

این  فکودکان و اهمیت دقت و اعتماد در این تشخیص، هد
های یادگیری ماشین مدلی مبتنی بر ترکیب روش مطالعه، ارائه

 دبستانی ن کودکانفشار خوتر دقیقبندی دستهبینی و برای پیش
مطالعات قبلی افراد در  ارائه شدهی هامدل .باشدمی هسال 13تا  7

بندی فشار خون بالا دستهطبیعی و فشار خون ی را به دو دسته
 کنند. در حالی که در مدل پیشنهادی این مطالعه، عملمی

شود. به طوری انجام می ترصورت جزئیه بینی بتشخیص و پیش
 پزشکیآکادمی  دستورالعمل که این مدل افراد را با توجه به

پیش فشار  به چهار دسته فشار خون طبیعی، [17] اطفال امریکا
 و فشار خون بالای مرحله 1 خون بالا، فشار خون بالای مرحله

  .کندمی بندیدسته 2
 

 روش
است که با پیشنهاد  ایتوسعه-کاربردی این پژوهش، یک مطالعه

بندی های یادگیری ماشین به دستهروشترکیب مدلی مبتنی بر 
 نمونه پردازد.بینی فشار خون بالا در کودکان دبستانی میو پیش

 ساله 13تا  7 پسر و دختر آموزاننفر از دانش 1287آماری تعداد 
مجوز از  پس از کسبها داده. باشندهای شهر کاشمر میستاندب

کل آموزش و پرورش استان خراسان رضوی و اداره آموزش  اداره
ها آنوالدین  نامه رضایتاخذ با و  و پروش شهرستان کاشمر 

مربوط به  آوری شدههای جمعویژگی آوری شد.جمع
های ویژگیمقادیر  شود.مشاهده می 1در جدول آموزان دانش

، میزان بر فشارخون ثرهای مؤمصرف دارو سابقه سن، جنسیت،
های دیابت، قلبی، کلیوی و سایر ی بیماریمصرف نمک، سابقه

پرفشاری خون از طریق  خانوادگی سابقهو ها، بیماری
ه ب ،آموزان قرار گرفتای که در اختیار والدین دانشپرسشنامه
 ایسن شناسنامه ،آموزانملاک محاسبه سن دانش دست آمد.

بدون کفش  ستادهیدر حالت کاملاً ا آموزدانشهر قد . ها بودنآ
که پاها کنار هم قرار گرفته و فرد کاملاً به  نحویبه  ،و کلاه

 با قدسنج سکا ،دارد میو نگاه رو به جلو و مستق دهیچسب وارید
(Seca) وزن  .شد یریاندازه گ متریسانت میو با دقت ن

بدون  ،نو با حداقل لباس ممک لوگرمیک ر حسبآموزان بدانش
. نبض شد یریگاندازه یآلمان یسکا یتالیجید یو با ترازو کفش
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کامل اندازه گیری شد.  با استفاده از کورنومتر برای یک دقیقهنیز 
آموز به صورت نسبت ( برای هر دانشBMIبدنی ) شاخص توده

وزن بر حسب کیلوگرم به مجذور قد برحسب متر مربع محاسبه 
متر سیستولیک و دیاستولیک بر حسب میلیفشار خون  گردید.
 یراست در حال ینشسته و از بازو تیدر وضع(، mmHgجیوه )

 یآرامش روح جادیکه بازو در سطح قلب قرار داشت و پس از ا
بار و به فاصله  2 ی،اقهیدق 5و استراحت  آموزدر دانش یو جسم

 یژاپن یپزشکی و گوش یژاپن یابا فشارسنج عقربه قهیدق 5
 عرضدرصد  40 باًیشد که کاف فشارسنج تقر یریگاندازه ریطو

بازو را پوشانده و در  طیدرصد مح 100تا  80بازو و طول آن 
 40تا  30اندازه  به کاف .بسته شود تالیکوب یآنت حفره یبالا

شده و با سرعت  دبا ،کیستولیفشار خون س یبالا وهیمتر جیلیم
اول  یصدا ،شدیکاهش داده م هیدر ثان وهیمتر جیلیم 3حدود 

پنجم  ایچهارم  یو صدا کیستولیعنوان فشار سکوروتکوف به
دو نوبت  نیانگیمشد. ثبت  کیاستولیعنوان فشار د کورتکوف به

مقادیر از  منظور شد. فردنهایی خون به عنوان فشار، یریگاندازه
خون سیستولیک و دیاستولیک برای تعیین ویژگی تشخیص فشار

به یکی از چهار توسط فرد خبره آموزان بندی دانشیعنی دسته
فشار خون طبیعی، پیش فشار خون بالا، فشار خون بالای  دسته

برگرفته  2جدول بر اساس  2 خون بالای مرحلهو فشار 1 مرحله
و  استفاده شد [17] ادستورالعمل آکادمی پزشکی اطفال آمریکاز 

بر این اساس، تعداد  اند.دیگری در این مطالعه نداشته کاربرد
خون نفر پیش فشار 62نفر وضعیت فشار خون طبیعی،  1061
خون نفر فشار 43و  1 نفر فشار خون بالای مرحله 121بالا، 

در  16تا  1ویژگی ردیف  16 مقادیر اند.داشته 2 بالای مرحله
و  شدعنوان ورودی مدل پیشنهادی در نظر گرفته  به 1جدول 

خون طبیعی/ پیش تشخیص )فشار خروجی مدل، نتیجه
خون بالای فشار /1 خون بالا/ فشار خون بالای مرحلهفشار

 .باشد( می2 مرحله

 
 هاي مورد بررسیمربوط به داده آوري شدههاي جمع: ویژگی1جدول 

 توضيحات مقادیري بازه عنوان ویژگی ردیف

 ورودی مدل 13تا  7عدد صحیح بین  سن 1
 ورودی مدل : دختر1: پسر، 0 جنسیت 2

 ورودی مدل مترعدد صحیح برحسب سانتی قد 3
 ورودی مدل عددی با یک رقم اعشار بر حسب کیلوگرم وزن 4

 ورودی مدل عدد صحیح نبض 5

 ورودی مدل عددی با دو رقم اعشار برحسب کیلوگرم بر مترمربع (BMIشاخص توده بدنی ) 6

 ورودی مدل : بلی1: خیر، 0 مصرف داروهای مؤثر بر فشارخون سابقه 7
 ورودی مدل : پرنمک2: معمولی، 1کم نمک، : 0 میزان مصرف نمک 8

 ورودی مدل : بلی1: خیر، 0 بیماری دیابت سابقه 9

 ورودی مدل : بلی1: خیر، 0 بیماری قلبی سابقه 10
 ورودی مدل : بلی1: خیر، 0 بیماری کلیوی سابقه 11

 ورودی مدل : بلی1: خیر، 0 هاسایر بیماری سابقه 12

 ورودی مدل : هر دو2: پدر یا مادر، 1کدام،  : هیچ0 والدینسابقه پرفشاری  13
 ورودی مدل : بلی1: خیر، 0 پرفشاری برادر/خواهر سابقه 14

 ورودی مدل : بلی1: خیر، 0 پرفشاری پدربزرگ/مادربزرگ سابقه 15

 ورودی مدل : بلی1: خیر، 0 پرفشاری عمو/دایی/عمه/خاله سابقه 16
بندی استفاده شده برای دسته (mmHgمتر جیوه )عدد صحیح بر حسب میلی فشار خون سیستولیک 17

 ها توسط فرد خبرهنمونه

بندی استفاده شده برای دسته (mmHgمتر جیوه )عدد صحیح بر حسب میلی فشار خون دیاستولیک 18
 ها توسط فرد خبرهنمونه

 نمونه( 1061خون طبیعی ): فشار0 تشخیص 19
 نمونه( 62بالا )خون : پیش فشار1
 نمونه( 121) 1خون بالای مرحله: فشار2
 نمونه( 43) 2خون بالای مرحله: فشار3

 خروجی مدل
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 آموزان براساس معيارهاي فشار سيستوليک و دیاستوليکخون دانشبندي فشاردسته :2 جدول

 (mmHg) دیاستوليکخون فشار   (mmHg) سيستوليکخون فشار  فشار خون دسته

 80کمتر از  و 120کمتر از  طبیعیفشار خون 
 80کمتر از  و 129تا  120 خون بالاپیش فشار

 89تا  80 یا 139تا  130 1 خون بالای مرحلهفشار
 به بالا 90 یا به بالا 140 2 خون بالای مرحلهفشار

 

دهد. ابتدا پیش یشنهادی را نشان میساختار مدل پ 1شکل 
ت در فرایند ها به عنوان یکی از مهمترین اقداماپردازش داده

 ها انجام شد.ماشین بر روی مجموعه دادهکاوی و یادگیری داده
از  نمونه 58 ویژگی میزان مصرف نمک درمقدار بدین منظور 

بود که برای هر نمونه با مقداری که بین آموزان نامشخص دانش
های هم دسته با آن نمونه، بیشترین تکرار را داشته است، نمونه

های تعداد نمونه ،آوری شدهجمع مجموعه دادهدر  جایگزین شد.
 دستهسه های خون طبیعی در مقایسه با نمونهدارای فشار دستهاز 

ها این عدم توازن در داده .باشدر میبیشت گیریطور چشم به دیگر
تواند دقت میهای پزشکی وجود دارد، که در اغلب داده

های بندی مدل را تحت تأثیر قرار دهد و معمولاً نمونهدسته
با بیشترین  دستههای به عنوان نمونه کوچکی هادستهمتعلق به 

این بر این اساس، . [16 ،18] شوندبندی میدسته تعداد نمونه
 ،مدلآوری شده وجود دارد که های جمعخطر در مجموعه داده

های پیش فشار خون بالا، فشار خون های متعلق به دستهنمونه
به عنوان  را اشتباهاً 2 و فشار خون بالای مرحله 1 بالای مرحله

 بندی کند.فشار خون طبیعی، دسته دسته
نیکـاز تکفاده ـتـا با اسـهداده شکل،ـابله با این مـبرای مق

-Synthetic Minority Over) معروفسازی زنمتوا 

sampling Technique) SMOTE [19]  شدمتوازن. 
 SMOTEدهند که تکنیک مطالعات انجام شده نشان می

اقلیت بهبود  را برای دستهبندی دستههای تواند دقت الگوریتممی
های با تعداد نمونه دستهر این تکنیک برای د .[18، 20،21] دبخش
آن های موجود در های جدیدی در همسایگی نمونه، نمونهکمتر
های متعلق به هر یک نمونه شود. در نتیجه تعدادتولید می هدست

های ، تعداد نمونهبا این کار .شوندها، متوازن میدستهاز 
و فشار خون  1 فشار خون بالا، فشار خون مرحلههای پیشستهد

 نمونه افزایش یافت. 1032 و 1064، 1054به ترتیب به  2 مرحله
سازی با استفاده از روش نرمال ها،سازی دادهپس از متوازن

min-max ، های های ورودی مدل )ویژگیویژگیمقادیر
مقادیر  نرمال شدند. به طوری که همه (1در جدول  16تا  1ردیف 

 کمترینسازی، در این روش نرمال گیرند.میقرار  [0، 1] بازه در
ویژگی تبدیل  مقدار ، تبدیل به صفر و بیشترینمقدار یک ویژگی

ویژگی به مقادیر بین صفر و آن و سایر مقادیر شود یک می به
 شوند.یک تبدیل می

 

 

 

 

 

 

 

 

 

 ساختار مدل پيشنهادي: 1 شکل

هامجموعه داده  

 بینی نتیجه پیش

 جانشینی مقادیر نامشخص 

 هاسازی دادهمتوازی 

 سازینرمال 

 

ش
پی

ش داده
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ها
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ماشین ترکیب
 

SVM MLP KNN NB DT 

 دارگیری اکثریت وزنرأی
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یند یادگیری و ساخت مدل انجام شد. در این آبعد، فر در مرحله
ل در متداوو  قدرتمندمرحله، ابتدا پنج روش یادگیری ماشین 

 C4.5شامل درخت تصمیم  [6] هابندی بیماریتشخیص و دسته

(Decision Tree)DT ،( بیزین سادهNaive 

Bayesian)NBترین ، نزدیکk  ( همسایهK-Nearest 

Neighbors)KNN، های عصبی مصنوعی چندلایه شبکه
(Multi-Layer perceptron )MLP  و ماشین بردار

بر روی SVM (Support Vector Machineپشتیبان )
 دهند.ها را انجام میبندی نمونهها اعمال و دستهی دادهمجموعه

بندی، یک میزان دقتش در دسته هر روش یادگیری با توجه بهبه 
پنج روش  یابد. به طوری که مجموع وزن همهتخصیص می وزن

یادگیری با استفاده  هایسپس خروجی روش باشد.برابر یک می
بر اساس  دار با هم ترکیب شده ووزن تگیری اکثریروش رأیاز 
 شود.بندی و تشخیص مشخص میی نهایی دستهنتیجه آن

ترین و پرکاربردترین دار معروفگیری اکثریت وزنروش رأی
 .[14 ،22] باشدهای یادگیری ماشین میروش ترکیب الگوریتم

، ابتدا وزن صفر به هر یک در مدل پیشنهادی بر مبنای این روش
وزن هر روش یادگیرنده به  سپس شود.از چهار دسته داده می

 شدهبه عنوان خروجی تعیین روش آن توسط ای که دستهوزن 

ای که بیشترین وزن را داشته دسته ،در پایان شود.است، اضافه می
 شود.خون انتخاب میبندی فشارباشد به عنوان نتیجه نهایی دسته

 3.7.8 نسخه  Wekaکاوی متن باز داده افزارنرمهای از ماژول   
نویسی زبان برنامهفرض و همچنین با همان پارامترهای پیش

 هاسازی و آزمایشپیادهبرای ( Python 3.10.8)پایتون 
 برای ارزیابی مدل پیشنهادی، دو سوم از مجموعه. استفاده شد

آموزشی و یک  صورت تصادفی به عنوان مجموعه دادهه ها بداده
ه بانتخاب شدند. برای  آزمایش عنوان مجموعه سوم بقیه به
و وزن هر روش یادگیری از روش  پارامترهای بهینهدست آوردن 

-fold cross-10) برابر تکه 10 اعتبارسنجی متقابل

validation )[23] .در بین مقادیر مختلف بررسی  استفاده شد
، مقدار KNNدر روش یادگیری همسایه  kشده برای تعداد 

 انتخاب شد. k=10 بهینه
(، Accuracy) ارزیابی دقتمعیارهای کارایی با استفاده از 

مورد  [24] (Specificity) و ویژگی (Sensitivity) حساسیت
ها، بیش از دو دسته ستهدکه تعداد از آنجایی  بررسی قرار گرفت.

روش اساس بر  هادسته در هر معیارمقادیر میانگین باشند، می
macro-average [25] صورت زیر محاسبه شد.ه ب 

 

 

  

(1)     Accuracy = 
∑  

𝑇𝑃𝑖+𝑇𝑁𝑖
𝑇𝑃𝑖+𝐹𝑁𝑖+𝐹𝑃𝑖+𝑇𝑁𝑖

𝑚
𝑖=1

𝑚
 

(2)          
∑  

𝑇𝑃𝑖
𝑇𝑃𝑖+𝐹𝑁𝑖

𝑚
𝑖=1

𝑚
=  macroSensitivity 

(3)          
∑  

𝑇𝑁𝑖
𝑇𝑁𝑖+𝐹𝑃𝑖

𝑚
𝑖=1

𝑚
=  macropecificityS 

 

 

  iTP(Positive True) باشد.می هادستهتعداد  به معنی mکه 
است که درست  i دستهی متعلق به هانهتعداد نموبه معنی 

به معنی تعداد   iFP(Positive False) ند.اهی شدبنددسته
 .نداهی شدبنددسته i دستهیی است که به اشتباه به عنوان هانمونه

(Negative True)iTN متعلق به  یهانهنمومعنی تعداد  به
 False) اند.هشدن یبنددسته i در دستها است که هدستهسایر 

Negative)iFN   دستهمتعلق به  یهانهنموبه معنی تعداد i 

  .اندهشد یبنددستهدیگری  است که به اشتباه در دسته

 

 نتایج
هر یک از عملکرد مدل پیشنهادی در مقایسه با  نتیجه 3  جدول
معیارهای بر حسب ی یادگیری استفاده شده در ترکیب را هاروش

دهد. مقادیر دست آمده نشان میه دقت، حساسیت و ویژگی ب
  .پررنگ در جدول بیانگر بیشترین مقدار هستند
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 هاي یادگيري شركت كننده در تركيب )درصد(و روش: كارایی مدل پيشنهادي 3جدول 

 ویژگی حساسيت دقت روش 

 41/84 83/68 61/89 (DTدرخت تصمیم)

 15/67 69/34 22/78 (NBبیزین ساده )

 63/76 32/53 45/84 (KNNهمسایه) kترین نزدیک

 92/84 89/69 95/89 (MLPشبکه عصبی پرسپترون چند لایه)

 71/75 44/51 83/83 (SVMماشین بردار پشتیبان)

 54/93 65/80 31/90 مدل پیشنهادی

 

 دیگر کارایی مدل پیشنهادی با چند روش جدید مقایسه 4 جدول

این  .دهدرا نشان می فشارخون بالا بینیپیشو برای تشخیص 
ها را به نمونه ی مقایسه شده بر خلاف مدل پیشنهادی،هاروش

ارت کنند. به عببندی میخون بالا دستهطبیعی و فشار دو دسته

های از نوع پیش فشارخون بالا، نمونه هادیگر، این روش
را به عنوان فشار خون  2 و فشار خون مرحله 1 فشارخون مرحله

  گیرند.در نظر میبالا 
 

 
 )درصد( ها: كارایی مدل پيشنهادي در مقایسه با سایر روش4 جدول

 ویژگی حساسيت دقت روش 

Zhao  4/91 22/74 11/87 [11]و همکاران 

Chai  11/90 5/70 15/85 [13]و همکاران 

Fang  96/92 88/78 44/89 [4]و همکاران 

Fitriyani  78/91 34/75 66/87 [16]و همکاران 

 54/93 65/80 31/90 مدل پیشنهادی

 

 گيريبحث و نتيجه
بینی به موقع تشخیص و پیش مطالعه، با توجه به ضرورت در این

مدلی ترکیبی ارائه شد یک ، دبستانی خون بالا در کودکانفشار
فشار  چهار دستهخون در کودکان را در یکی از بتواند فشارکه 

و  1 خون بالا، فشار خون بالای مرحلهخون طبیعی، پیش فشار
بهبود دقت  تشخیص دهد. به منظور 2فشار خون بالای مرحله

در مدل پیشنهادی، نتایج خروجی پنج روش یادگیری ماشین 
، DT ،NB، KNNها شامل متداول و قوی در تشخیص بیماری

MLP  وSVM دار وزن تگیری اکثریبا استفاده از روش رأی
مقادیر دقت، حسایت و ویژگی هر یک  مقایسهشوند. ترکیب می

روش  دهد کهنشان می 3از این پنج روش یادگیری در جدول 
MLP و پس از آن روش  از عملکرد بهتری برخوردار بوده است

DT ها، عملکرد مؤثر این یافته .کارایی خوبی داشته است
بینی را در تشخیص و پیش MLP های عصبی مصنوعیشبکه

هر چند مقادیر معیارهای مقایسه  د.نکنفشار خون بالا تأیید می
ندارد، ولی  DTاختلاف چندانی با روش  MLPشده در روش 

دهند که حتی یک بهبود جزئی در مطالعات انجام شده نشان می
های حیاتی از قبیل پزشکی درخور مقادیر این معیارها در کاربرد

 در بین پنج روش یادگیری شرکت کننده در. باشدمیتوجه 
 69/34درصد، حساسیت  15/67با دقت  NBترکیب، روش 
از  درصد، کمترین کارایی را داشته است. 22/78درصد و ویژگی 

نج روش یادگیری ی مدل پیشنهادی با هر یک از پیسهطرفی مقا
که مدل پیشنهادی دقت، حساسیت و  دهدنشان می 3در جدول 

به سایر  تنسب با اختلاف چشمگیری ویژگی بالاتری داشته و
برتری مدل  تری برخوردار بوده است.از عملکرد مطلوبها روش

های یادگیری شرکت پیشنهادی در مقایسه با هر یک از روش
های کننده در ساخت مدل، صحت این ادعا که ترکیب روش

های هر یک از این توانند بر محدودیتگیری ماشین مییاد
ببینی ها غلبه کرده و باعث بهبود دقت در تشخیص و پیشروش

  کند.ها گردد را ثابت میبیماری
 که همهدهد نشان می 4دست آمده در جدول ه بررسی نتایج ب

خشی برخوردار باز عملکرد رضایتهای جدید ارزیابی شده روش
های یادگیری معمولی در جدول هستند و در مقایسه با نتایج روش

در هر سه معیار دقت، ویژگی و حساسیت برتری دارند. با این  ،3
های سایر روش نسبت به معیارها مدل پیشنهادی در همه وجود،

 31/90 مدل پیشنهادی با دقت .جدید مقایسه شده برتری دارد
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درصد بهتر از  54/93درصد و ویژگی  65/80درصد، حساسیت 
ینی فشار خون بالا بها توانسته است تشخیص و پیشسایر روش

و همکاران  Fangپس از مدل پیشنهادی، روش  را انجام دهد.
 KNNکه مبتنی بر ترکیب نتایج خروجی دو روش یادگیری  [4]

بر روی مجموعه را  بهتری کارایی باشد،می LightGBMو 
که  [16]و همکاران  Fitriyaniروش  دارد.ی متوازن شده داده

را بر  DTو  MLP ،SVMنتایج خروجی سه روش یادگیری 
و همچنین  کندترکیب می لجستیکاساس رویکرد رگرسیون 

نگل تصادفی که مبتنی بر روش ج [11]و همکاران  Zhaoروش 
نزدیک به هم  تقریباًان دقت، ویژگی و حساسیت باشد، میزمی

، نتایج [11]و همکاران  Zhaoدر روش جنگل تصادفی  دارند.
و مستقل بر اساس روش  خروجی چند درخت تصمیم متفاوت

های جدید در بین روش شوند.گیری اکثریت با هم ترکیب میرأی
که   [13]و همکاران  Chai، روش 4در جدول  مقایسه شده

 باشد، در همه معیارهامی MLPیافته روش یادگیری  توسعه
تواند تر میدلیل این عملکرد ضعیف ترین عملکرد را دارد.پایین

 کندبه این دلیل باشد که این روش از رویکرد ترکیبی استفاده نمی
مدل برتری دیگر  شود.انجام نمیدر آن ها نیز سازی دادهو متوازن

 ،شدههای مقایسه روشخلاف سایر بر ست که ا اینپیشنهادی 
 دهد. به طوری که نمونهتر انجام میصورت جزئیه بینی را بپیش

خون طبیعی، پیش فشار فشار ورودی را به یکی از چهار دسته
 2خون بالای مرحلهو فشار 1 خون بالای مرحلهخون بالا، فشار

های جدید مقایسه کند. در حالی که سایر روشبندی میدسته
ی از دو دسته طبیعی و فشار خون شده، نمونه ورودی را به یک

دست آمده، مدل ه با توجه به نتایج ب کنند.بندی میبالا دسته
بینی و تشخیص فشار خون پیش تواندترکیبی پیشنهادی بهتر می

بالا در کودکان را انجام داده و باعث بهبود دقت و کاهش میزان 
دموگرافیک، اطلاعات اولیه این مدل با استفاده از اشتباه گردد. 

که به  های آنتروپومتریک ساده و اطلاعات سبک زندگیداده
از قبیل سن، جنسیت، یافتنی است  راحتی از کودکان قابل دست

، سابقه های مؤثر بر فشار خونقد، وزن، نبض، سابقه مصرف دارو
خانوادگی فشار  های کلیوی، دیابت و قلبی عروقی، سابقهبیماری

تواند به عنوان یک ابزار مفید می ف نمکخون بالا و میزان مصر
، از پیامدها و در کودکان و زودهنگام در تشخیص فشار خون بالا

های ناشی از این عارضه بکاهد و گام بزرگی در مبارزه با هزینه
تواند به عنوان یک سیستم این مدل می فشار خون بالا باشد.

بالا و یا هشدار اولیه برای کودکان مبتلا به پیش فشار خون 
های یادگیری در مدل ترکیب روش عمل کند.پرفشاری خون 

پیشنهادی، افزایش زمان اجرایی و پیچیدگی محاسباتی را به 
در کاربردهای حیاتی از قبیل پزشکی که  با این حال،همراه دارد، 

ه دقت و اعتماد از اهمیت و اولویت بالاتری برخوردار است، ب
 خواهد بود.کارگیری مدل ترکیبی مفید 

مراه یک ه بهمدل پیشنهادی  های آینده، توسعهبرای پژوهش
های تلفن هوشمند برای استفاده در گوشیرابط کاربری مناسب 

بتوانند با ورود اطلاعات خواسته شده، از  والدینبه طوری که 
خود مطلع شده و در صورت وجود کودکان وضعیت فشار خون 

ک مراجعه کنند، مورد توجه تر به پزشخطر برای بررسی دقیق
های مورد مطالعه در این پژوهش محدود به کودکان داده است.

تعمیم مدل پیشنهادی  دبستانی شهرستان کاشمر بوده است.
بینی فشار خون در کودکان سایر مناطق جهت تشخیص و پیش

جداسازی  شود.پیشنهاد میبه عنوان تحقیق تکمیلی و شهرها نیز 
ه ها و بررسی نتایج بسازی دادهو سپس متوازن آزمایشهای داده

عنوان کار آتی مورد توجه ه مدل پیشنهادی، نیز ب دردست آمده 
از قبیل  از کودکان دیگریهای بررسی ویژگیهمچنین باشد. می

در مدل پیشنهادی  هاسبک زندگی آن بیشتری دربارهاطلاعات 
به  کودکانی بر ابتلا هاویژگییک از  همیت هرو تأثیر و ا

 مفید خواهد بود.خون بالا فشار
 

 تعارض منافع
های این مطالعه دارای کد اخلاق از کمیته اخلاق در پژوهش

 به شماره زیست پزشکی دانشگاه علوم پزشکی مشهد

1401.038IR.MUMS.REC. حاضر،  در مطالعه باشد.می
حاصل این مقاله  اند.گونه تعارض منافعی نداشتهنویسندگان هیچ

 باشد. یمالی م تیتحقیق مستقل بدون حما
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