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Introduction: According to the World Health Organization, lung diseases are the third cause of death 
in the world. These diseases are chronic, so early diagnosis of these diseases is very important. 
Pulmonary function tests are important tools in examining and monitoring patients with respiratory 
injuries. This research aimed to optimize the K-Nearest Neighbor algorithm, which facilitates and 

accelerates self-assessment and interpretation of spirometry test results with higher accuracy. 
Method: In this study, a method is proposed that improves the limitations of the basic algorithm by 
optimizing, valuing features, and weighted voting. Using this method, obstructive pulmonary diseases 
are detected based on the data set of spirometry tests, and general parameters are classified into three 
categories, namely, asthma, chronic bronchitis, and emphysema. 
Results: In determining the appropriate method for calculating the data distance, the Minkowski 
method was chosen, and by applying the coefficients of the feature values, the accuracy of the 

classification increased. Weighted voting was done in the final part of the algorithm based on the 
Gaussian kernel, based on which a constant performance was obtained for changing the parameter of 
the number of neighbors. The results of the evaluations were carried out in the form of mutual 
validation. 95.4% accuracy and 93.2% precision were obtained in 3.12 seconds. 
Conclusion: The use of machine learning algorithms can be effective in the analysis of medical data. 
Therefore, in this study, these approaches were used to provide a new method of classification, so 
that the proposed algorithm could improve the basic method, and also, had better accuracy and 

performance than other previous methods. 
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مزمن   ت یماه  هایماریب نی. ادنباشیدر جهان م  ر یعلت مرگ و م  ن یسوم  ی وی ر  های یماریب  ، یبه گزارش سازمان بهداشت جهان مقدمه: 

 های بیمبتلا به آس  مارانیب  ش یو پا  یدر بررس  ی ابزار مهم  ی ویر  یعملکرد  های دارد. تست  یی بالا  تیزودهنگام اهم  ص یتشخ   نیبنابرا  ،داشته
 ر یو تفس  ی ابیخودارز  یکه با دقت بالاتر  باشدیم  ه یهمسا  نتریک ی نزد K  ه یپا  تم یالگور  سازی نهیپژوهش به نی. هدف از ادنباشیم  ی تنفس

 .کندیم  ع یو تسر  لیرا تسه  یرومتریاسپتست    جینتا

ها و گذاری ویژگیسازی، ارزشالگوریتم پایه را با بهینههای  در این پژوهش کاربردی روشی پیشنهاد شده است که محدودیت  روش: 

های های انسدادی ریوی را بر اساس مجموعه داده تشکیل یافته از تست دار بهبود بخشیده و با به کارگیری آن بیماریگیری وزنرأی
 کرده است. بندی  سنجی و پارامترهای عمومی، در سه دسته آسم، برونشیت مزمن و آمفیزم کلاستنفس

ها در این ها، روش مینوکوفسکی انتخاب شد و با اعمال ضرایب ارزش ویژگیدر تعیین روش مناسب برای محاسبه فاصله داده  :نتایج

دار در قسمت نهایی الگوریتم بر اساس کرنل گوسی صورت گرفت که بر این اساس گیری وزنبندی افزایش یافت. رأی رابطه دقت کلاس

 95/ 4دقت  ها در قالب اعتبارسنجی متقابل انجام شد که دست آمد. نتایج ارزیابیه ثابتی به ازای تغییر پارامتر تعداد همسایگان ب عملکرد  
 .به دست آمد هی ثان  12/3در زمان    درصد صحت   2/93و    درصد

از مطالعه  لذا در این    ؛ثر واقع گرددؤهای پزشکی متواند در تجزیه و تحلیل دادههای یادگیری ماشین میالگوریتم  بکارگیری گيري:نتيجه

به طوری که الگوریتم پیشنهادی توانست روش پایه را بهبود ،  بندی، کمک گرفته شداین رویکردها برای ارائه روشی جدید در کلاس

 های پیشین، داشته باشد.خشد و همچنین دقت و عملکرد بهتری نسبت به روشبب

 

 سازی ملخ ، الگوریتم بهینهه یهمسا  نیترکی نزد K ی، نرخ جداپذیری فیشر،  وی ر  یانسداد  یهایماریببندی،  کلاس  ها:واژهكليد
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 مقدمه

  مرگ زودرس سالانه در جهان،   ونی لیم  4با    یویر  یهایماریب
[.  1در جهان است ]  ی و ناتوان   ر یمرگ و م  ی اصل   هایعلت  یکی از

کند که تا سال  ی م   ی ن یب   شیپ  یگزارش سازمان بهداشت جهان
مزمنبیماری  2030  Chronic)  ریویانسدادی    های 

Obstructive Pulmonary Disease  )COPD    به

م  نیسوم و  مرگ  تبد  ریعلت  جهان  سراسر  ]  لیدر    [. 2،3شود 
ک افزا  ت یفیکاهش  با  برابر    ،ی آلودگ   شیهوا  در  را  مردم 

  ی ویر  ی هایماریب  شتر یکند. ب ی م  رتر یپذبی آس  ی ویر  یهایماریب

  ل ی مار تحمیبر دوش ب  یها بار مالمزمن دارند و درمان آن  ت یماه
ر  ی و غ  یدسته انسدادتوان به دو  ی را م  یویر یهایماریکند. بی م

ریویهایماریببرخی   .[4] کرد  یبندطبقه  یانسداد   مانند   ی 

COPD  ز حد  هستند  رقابل ی غ  یادیتا    ن یبنابرا،  برگشت 
چن   صیتشخ است.    اریبس  یی هایماریب  نیزودهنگام  مهم 
محدود  یانسداد  یهایماریب ناش   ان یجر  ی هاتیبا  از    یهوا 

د  یعملکرد  ایو/  یساختار  راتییتغ راه هوا  ای  وارهیدر    ییلومن 
م بیماری.  [5]  شوندی مشخص  می از  ریوی  انسدادی  توان  های 

   [.6]آسم، برونشیت و آمفیزم را نام برد 

بیماری   تشخیص  آزمایشبرای  ریوی  پزشکی  های  های 
می  انجام  مهممختلفی  که  اصلی شود  و  روش  ترین  ترین 

است تنفس ریوی  عملکرد  تست  های  تست[.  7]  سنجی، 

عملکردی ریوی ابزار مهمی در بررسی و پایش بیماران مبتلا به  
دست آمده از روش  ه  پارامترهای ب د.نباشهای تنفسی می آسیب
سنجی، شرح حال، معاینه فیزیکی و سایر نتایج پاراکلینیکی  تنفس

می تفسیر  متخصص  بتوسط  نتایج  تفسیر  روند  صورت ه  شود. 
زمان و  دستی،  می بر  متخصص  فرد  به  پس  [8]  باشدوابسته   .

تحل  هیتجز ازداده  لیو  آمده  دست  به  عملکرد    یهاتست  های 

کمک  یویر مصنوعی   هایالگوریتم  به    ی برا  تواندمی   هوش 
 .  [9،10] باشد دیمف  مارانیپزشکان، محققان و ب 

نظارت    یالگو  ییاوقات به عنوان شناسا  ی که گاه   ،یبندکلاس  

ناشناخته    یهامرتبط کردن نمونه  ندیفرآ  شود،ی م  ادیشده از آن  
تع  کیبا   قبل  از  نمونه  الگو  شدهنیی کلاس  اساس    ی بر 
آن  مشاهده  ی های ژگیو بسشده  به  است.    ی هااز روش  یاریها 

مدل  صیتشخ  Machine)  ینی ماش  یریادگی  یهاالگو، 

learning  )ML  مین گفته  از    یارمجموعهیز  ML.  شودی ز 
  ک یاست که معمولاً به عنوان استفاده و توسعه  ی هوش مصنوع 

قابل   یوتری کامپ  ستمیس سازگار  یخودآموز  تیبا    ف یتوص  یو 
الگور  MLشود.  ی م از  استفاده  با  مدل  هاتمیمعمولاً    ی هاو 

  یاب یها، ارزداده  یاز الگوها  شدهنییبا توجه به مسئله تع  ،ی اضیر
 . [11] کندی و استنباط م 

سیستم به  مراقبتاتکا  بر  های  مبنی  پزشکی  بهداشتی  های 
فناوری و هوش مصنوعی امروزه بیش از پیش مورد توجه واقع  

های تشخیص، ارزیابی خطر  ها در زمینهگردیده است. این سیستم

پیش دارندو  کاربرد  مراقبتسیستم  بنابراین  ،بینی  های  های 
توانند  می   هوش مصنوعیهای  بهداشتی هوشمند مبتنی بر مدل

بیماری به  مبتلا  بیماران  به  زمینه کمک  تسریع در  مزمن،  های 

تست خودارزیابی  و  تشخیص  باشروند  سودمند  پزشکی  د  نهای 
[9.] 

Swaminathan  مختلف  هایالگوریتم[ 12] انو همکارML 

برا غ COPD یبندطبقه  یرا  از   COPD ری و  استفاده  با 

درخت    ،(Logistic regression)  کیلجست  ونی رگرس
-LDA،  (k  (Linear discriminant analysis)  ،تصمیم

nearest neighbors)  KNN  ،(Support Vector 

Machine) SVM   اطلاعات   مجموعه داده از .نمودنداستفاده
ب  ،ی ن یبال  ،ی شناختتیجمع با    ی هایری گاندازهو     هایماریمرتبط 

همچن  یرومتریاسپ   مار یب  101ی  تنفس  یصدا  ی پارامترها  نی و 
بود.   یافته  و    75دقت     KNNکنندهیبندطبقهتشکیل  درصد 

SVM ی عنی ه،یر یصدا یپارامترها نیترهنگام استفاده از مهم 

به حداکثر دقت    ،ی خط  ی نی بشیپ  یفرکانس متوسط و پارامترها
در    [13]  و همکاران Wu   ت.افیدرصد دست    83/ 6  یبندطبقه

آینده  مطالعه  به  یک  مبتلا  بیماران  از  های  داده  COPDنگر 

زندگی،  رم به سبک  نظیرطیعوامل محبوط  را    ی  دما و رطوبت 
های  بینی مدلها، عملکرد پیشآوری کرده و با این ویژگی جمع 

- k  م،یتصم  یهادرخت  ،ی از جمله جنگل تصادفیادگیری ماشین  
تحل   هیتجز  ه،یهمسا  نیترکیزدن   ت یتقو  ،ی خط   صیتشخ   لیو 
مدل  و    نمودند  یابیرا ارز  ق ی عم  ی مدل شبکه عصب   کیو   ی ق یتطب

دقت  نهایی  ینیبشیپ   و   ،%94  تحساسی ،  %1/92  به 
و   Ioachimescu  . افتی  دست%  4/90  پذیریتشخیص
نمونه   15308  متشکل از مجموعه دادهبر اساس  [14]همکاران 

قابل قبول،    یی کارآزما  نیبهتر  ،ی متوال   یرومتریشامل تست اسپ
 Pulmonary)  شگاهیاز گشادکننده برونش بود که در آزما  شیپ

function tests) PFTs  کین یکل  Cleveland   .شد   انجام 

عصب  کی شبکه  اندازه  ی مصنوع  ی مدل    ی هایریگکه 
  ان یجر یمنحن دست آمده ازه  ی بو پارامترها ی سنت   یرومتریاسپ

بازدم ترک  ی حجم  خوب  کرد،ی م  بی را  و    نرمال  کلاس  نیب  ی به 

تما  کننده، محدودیانسداد  اختلالات در  قائل شد  زیو مختلط   .
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  ی افراد عاد یبندطبقه مسئله [15]همکاران و  Haider مطالعه 
آنالبر    COPDو   از    ی تنفس  یصدا  زی اساس  استفاده  با 

  ی بندطبقه.  قرار گرفت ی مورد بررس  نیماش  یریادگ ی  یهاکیتکن
  ی صدا یپارامترها نی و همچن یرومتری اسپ یبر اساس پارامترها

همچن   یابیارز  یتنفس طبقه  ن یشد.    ز یمتما  یهاکنندهیبنداز 

طبقه  ی خط کردند.  استفاده  دوم  درجه  تشخ  یبندو    ص یکننده 
و    Hussain.  وردآ  دست   به  را  % 4/94  یبنددقت طبقه  ی خط

داده  [16]  همکاران به    ماریب  2900شامل  ای  مجموعه  مبتلا 

COPD   دانشگاه  مارستانیبازPaikی آورجمع  را کره ، بوسان  
  ماران یب  یبندطبقه  یبرا  ن یماش  یریادگ الگوریتم ی  نجپ.  اندکرده

ب ریوی  نتیجه دقت کلاسبرده  کار ه  انسدادی  با  اند.    24بندی 
  بان یبردار پشت  ن ی، ماش %21/87ی  تصادف  یهاجنگلویژگی برای  

ماش%88/18    XGboost،  %90/ 22  انیگراد  کنندهتیتقو  نی، 

و    Spathisدست آمد. ه  ب  KNN 35/%86الگوریتم  و   %88/07
نمونه    132با    ونان یدر    ی ک ینیکلمجموعه داده را از    [ 17]همکاران  

از متشکل    ک یسن، حجم    دن،یکش  گاریمانند س  ی ژگ یو  22  و 

اجبار تنگ   ،یبازدم  و  سرفه  برا  ی نبض،    ی ریگ میتصم  ینفس 
  . کردند  آوری جمع و آسم    COPD ماران یب  ص یتشخ  یبرا  ی ن یبال
مزمن    یماریکه در مورد ب  دهدی نشان م   ی نیماش   یریادگ ی  جینتا

دقت    Random Forest  کنندهیبندطبقه   ه،یر  یانسداد با 
که    ی در حال   کند،ی بهتر عمل م  هاکیتکن  ر یدرصد از سا  7/97

حجم    دن،یکش  گاریس  صیتشخ  یبرا  های ژگیو  نیتربرجسته

است.    یاجبار  ی ات یح  تی سن و ظرف  ،ی در یک ثانیهبازدم اجبار
بهتر  رد آسم،  با طبقه  3/80دقت،    نیمورد    ی بنددرصد، دوباره 

  یژگ یو  نیترکه برجسته  ی در حال  د،یآی به دست م   ی جنگل تصادف

(Expiratory Flow  Maximal)MEF25   .است  
Siddiqui   گنال یدست آمده از سه ب هایداده ،[18]و همکاران  

و سابقه   تی مانند سن، جنس یاضاف های ی ژگ یو ب یو ترک یتنفس
برده  برا    COPD  صیتشخ  یبرا  گاریسمصرف   .  ندکار 
 Naïve از جمله ن،یماش یریادگ یمختلف  یهاکنندهیبندطبقه

Bayeماش پشت  نی،    ن یترکینزد  k  ،ی جنگل تصادف   بان،یبردار 
  ص یتشخ یبرا ی و شبکه عصب Adaboost(، KNN) یههمسا

دقت   KNN که دهد ی نشان م یتجرب  جیاستفاده شده است. نتا
بدرصد    86 آورده  را  کار ه  ب  یهااز همه مدل  LSTM  .دست 

  . آورددرصد را به دست    93و دقت    کردهگرفته شده بهتر عمل  

Bhattacharjee  همکاران اساس  [  19]  و    ویژگی  12بر 
عصبیماریب1163  اسپیرومتری شبکه  لا  ،  چند   هیپرسپترون 

(Multilayer perceptron) MLP   از استفاده  با 

( آموزش  Cross-validation)   یبرابر  5متقاطع    ی اعتبارسنج 
  ی رانسدادیو غ  یانسداد  یهایماریدرصد ب  83/ 7با دقت  دند که  دا

و    هیتجز[  20]همکاران  و    Raghavanشد.    ی نیبشیپ  هیر
مربوط به    یرهایمتغ  یی شناسا  یبرا  ک یلجست  ونی رگرس  لیتحل

  کار بردند. مجموعه داده از عوامل ه  برا    ییوجود انسداد راه هوا

شده سمانند     COPD    شناخته  سن،    دن،یکش  گاریسابقه 
اطلاعات دموگرافیک و    و  پس از گشادکننده برونش  یرومتریاسپ

شرکت کلیه  پایه  دادند.    کنندگان فیزیولوژیک  مدل  تشکیل 

  AUC   ازیامت را به صورت  ی دقت متوسط  کیلجست  ونی رگرس

(Area under the Curve) 77%  به طور    دست آورد.ه  ب
سال و    55سن حداقل    دن،یکش  گاریخلاصه، سه گانه سابقه س

تنگ  فعال  ی وجود  هنگام  در  کل  ت،ی نفس    مدل   یدیعناصر 

در  خطر    مارانیب  یی شناسا  پیشنهادی  معرض  که    COPDدر 
 .  بودند ،شودیم هیها توصآن یبرا یرومتریاسپ شیآزما

Vora   وShah [21]    آوری شده از بیمارستان  جمع   هایدادهبا

الگوریتم  هند،  برا  KNN  و  SVM پرچنا  سطح    ی بررس  یرا 
 درصد  30/90دقت    KNNکه    کردند  شنهادیپ   COPD  یماریب

  ی شنهادیروش پ  Ozkan  [22]و    Tarakci  دست آورد. ه  را ب

W-KNN    هر آموزش   کیبه  داده  نقاط  اختصاص    ی وزن   ی از 
ساخته    صلهمعکوس فامربع  با در نظر گرفتن    ی ده دهد. وزنی م

ا  .شودی م ب  صیتخص  نیهدف  وزن  دادن  نقاط    شتریوزن،  به 
پس از انتخاب    ن یبنابرا  ،بود  ر و وزن کمتر به نقاط دو  ترکینزد

از    k  هیعدد همسا استفاده  فاصله،  تابع  و    یوزن   kNNمناسب 
(WKNNکه وزن شاخص و )به بهبود    رد،ی گی را در نظر م  ی ژگی

طبقه م  یبندعملکرد  سه    با   WKNNالگوریتم    کند.ی کمک 

  ی، ترموفق  یبند، طبقهاجرا شده و باتوجه به نتایج مجموعه داده
   انجام داد.  KNNنسبت به 

Mullick    همکاران نام    kNNاز    یاگونه  [23] و   kNNبه 

  کننده یبندشده است. طبقه  شنهاد ی( را پ Ada-kNN)  یق یتطب
Ada-kNN  یشینقطه آزما  کی  ی گیهمسا  ع ی و توز  ی از چگال  

م با کمک شبکه  کندی استفاده    k  کی  ی مصنوع  ی عصب  یهاو 
و    Kumbure  .  آموزدی آن م  یمناسب برا  یامخصوص نقطه
  کننده یبنداز طبقه  دیجد  افتهیمینسخه تعم  کی  [24همکاران ]

k  ی فاز  هیهمسا  ن یترکینزد  (FKNN  ارائه از    کردند(  که 
م  یمحل  ن یانگیم  ی بردارها م   ی بونفرون   نی انگیو  .  کندی استفاده 

جد طبقه  یشنهادیپ  دیروش    ن یترکینزد-K  کنندهی بندرا 
م  ی مبتن  یفاز  هیهمسا (  BM-FKNN)  ی بونفرون  نیانگیبر 
  ع ی ح در توزـادل واضـدم تعـکه ع یی هاتـیدر موقع یدند کهـنام
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باشدها  داده  ی کلاس خوب  ،وجود داشته  عملکرد  دارد  ی عملکرد   .
و   ی واقع  یایبا شش مجموعه داده دن یشنهادیپ کنندهیبندطبقه

مصنوع  کیبا   داده  نتا  جی نتا  شد.   شیآزما  یمجموعه    ج یبا 

با  دستبه  یبندطبقه   ک، یکلاس  هیهمسا  ن یترکینزد-kآمده 
م زده  نتاشوندی محک  م   جی.  طبقه  دهدی نشان    کننده یبندکه 

از   لیپتانس  نیا  شده  شنهادیپ  BM-FKNN  دیجد که  دارد  را 
 کند. بهتر عمل  یبنددر دقت طبقه  ارهایمع

این   از  محدودیت  پژوهشهدف  رفع  و  عملکرد  های  بهبود 

پایه   همسایه  نزدیک  Kالگوریتم  که  باشد  می   KNN  ترین 
  تفسیر نتایج تست   در را    نی ماش  یریادگ ی  رویکردهای مبتنی بر 

برده  ه  بی  رومتریاسپ عملکرد    وکار  با دقت و  بتوانند  که  مدلی 
 . ارائه کند  بندی کندرا کلاس  یویرانسدادی    هاییماریب   مطلوبی 

 

 روش 
اساس   آن بر   ی اصل  هیپا  بوده و  یکاربرد  مطالعهاین  روش پژوهش  

پ  باشدمی   یکاوداده  با  بهینه سازی  بر    ی مبتن  ی مدل  شنهادیکه 
کلاس  Kالگوریتم   به  نزدیک  بیماریهمسایه  های  بندی 

می  ریوی  طب  داده  پردازد. انسدادی  خصوصی  مراکز  از  ها 
  ها ی ابیو ارز تمیالگورسازی مدل. آوری گردیدتخصصی ریه جمع 

 انجام شد.  MATLAB 2021bنرم افزار  طیدر مح

 مشخصات مجموعه داده
دست آمده از روش اسپیرومتری  ه  اطلاعات بداده شامل    مجموعه
ویژگی  بیماریو  با  مرتبط  ریوی،  های  می   431های  باشد.  فرد 

زن در محدوده   241  مرد و 190آوری شده از جمع مجموعه داده 

های انسدادی شامل  سال، به سه کلاس بیماری  70تا    10سنی  
جدول دارد.  تعلق  آمفیزم  مزمن،  بروشیت  با    1  آسم،  مرتبط 

های مجموعه  توزیع نمونهباشد.  های موجود در دادگان می ویژگی 

  33/33  . به طوری کهمتعادل است صورت  ه  داده در هرکلاس ب
به و    بیماری  درصد  آمفیزم  و  برونشیت    34/ 34آسم  به  درصد 

 مزمن تعلق دارد.  
 

 مجموعه داده موجود در  يهایژگیو :1جدول 

 توصيف  مخفف  ویژگی 
Forced expiratory volume in 1 second FEV1 در یک ثانیه حجم بازدم اجباری 

Forced vital capacity 

 

FVC ظرفیت حیاتی اجباری 

Forced expiratory volume 

/Forced vital capacity 

 

FEV1/FVC  ی اجبار یاتی ح  تی ظرفبر   هی ثان کیدر  یحجم بازدم اجبارنسبت 

mean expiratory flow 

 

MEF 25 از وسط  یمی در ن یاجبار یبازدم انیجرFVC 

Respiratory Rate 

 

RR نرخ تنفس تعداد دم و بازدم درد دقیقه 

Peak expiratory flow PEF اوج جریان بازدمی( هوا هنگام بازدم انیحداکثر سرعت جر( 
Total lung capacity 

 

TLC ظرفیت کل ریه 

Residual capacity 

 

RLC ظرفیت باقی مانده ریه 

Age - سن 
Gender - جنسیت 

Smoking - سابقه مصرف سیگار 
Drinking - سابقه مصرف الکل 

Body-Mass-Index BMI  بدنیشاخص توده 
Severity - شامل: خفیف، متوسط، شدید  درجه شدت بیماری 
Disease - ها شامل: آسم، برونشیت و آمفیزمبرچسب 

 

ــکـل ه تفکیـک  توزیع بیماـری در بین گروه  1  شـ هاـی ســنـی بـ
رین ـسال بیشت  45تا   26دهد. گروه سنی  ی ـجنسیت را نشان م

   های انسدادی ریوی را دارد.بیماریدرگیری با   زانیم
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 ت يجنس  کي به تفک یسن يهادر گروه يماريب عیتوز :1شکل 

 روش پيشنهادي
ب مه  روش  این  رفته در  الگوریتم  عالط کار  پایه  بر  همسایه   Kه 

به کلاس ریوی  نزدیک در چهار بخش  انسدادی  بیماری  بندی 
فلوچارت شکلمی  طبق  داده  2  پردازد.  اول  فاز  و  در  کسب  ها 

شوند. در فاز  پردازش می ها پیششوند. فاز دوم دادهآوری می جمع 

ارزش ویژگی  فاز  سوم  و در  تعیین شده  دادگان  موجود در  های 
کلاس پیشنهادی  چهارم  روش  با  انجام  وزن  KNNبندی  دار 

 گردد. می 

 

 

 روش پيشنهادي  فلوچارت :2شکل 

 ادهآوري دفاز یک كسب و جمع
پـیرومتری از ویژگی  ــت اســ ــط تسـ های عملکردی ریوی توسـ
 ــ  ــ  یهاگنالیس ــود. این ویژگی ثبت می   ی تنفس ــط دو  ها  ش توس

های  آید. ویژگی دسـت می ه  منحنی حجم زمان و حجم جریان  ب
سـن، جنسیـت، شاـخص توده بدنی، ساـبقه مصـرف الکل و سیـگار  

 شود.نیز از هر بیمار ثبت می 

 مجموعه دادهفاز دو پيش پردازش 

می پردازشپیش صورت  دادگان  روی  بر  که  شامل  هایی  گیرد 
دادهیکسان دادهسازی  حذف  و  عددی  و  حرفی  پرت های  های 

الگور  باشد.می  به داده  ،یکاوداده  یهاتمیاکثر  را  عددی  های 
  ها بر اساس آن  یری ادگیکنند و ساختار  می   افت یدر عنوان ورودی

ماتر  یریادگی برای  ؛  است  یعدد  یهاسیاز  بنابراین 

  داده مجموعه  ورود  قبل از  های حرفی و عددی،  سازی دادهیکسان 
الگور بویژگی   ،بندکلاس  تمیبه  که  دادگان  در  موجود  ه  های 

7%
13%

52%

13%

15%

زن

18تا 10

25تا 19

45تا26

60تا46

87تا61

13%

11%

47%

19%

10%

مرد
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 هستند به صورت عددی تبدیل شوند. متغیرهای اسمی صورت 

های پرت، مقادیری هستند که خارج از محدوده طبیعی یک  داده

دارند.   قرار  دادهبرای  متغیر  این پ  هایشناسایی و حذف  رت در 
و   پژوهش چارک  جعبه  از روش  این    شد.استفاده    اینمودار  در 
و سپس با استفاده    کردرا محاسبه    سومو    اولباید چارک  روش  

محاسبه    3  تا  1  های (، مطابق فرمولL)  و پایین  ( U)  از آن حد بالا

ها در چارک  درصد داده  50محدوده بین ربعی )که   . سپسنمود
 Inter Quartile) شود در اصلمحاسبه می اول و سوم است( 

Range)  IQR  فرمول و  ،  1  همانند  سوم  چارک  بین  تفاوت 
اول داده  چارک  و  است.  بالا  حد  بین  که در  پرت هستند  هایی 

 باشند  Uتر ازو بزرگ  Lتر از  به عبارتی کوچک پایین نباشند

[25]. 
 

(1)  IQR=Q3-Q1 

(2)  L=Q1- 1.5*(IQR) 

(3)  U= Q3+1.5*(IQR) 

 

 هافاز سه تعيين ارزش ویژگی
 نسبت جداسازي فيشر  -

فیشر   نسبت (  Fisher Discriminant Ratio)جداسازی 

FDR    و ماشین  یادگیری  مسائل  در  که  است  آماری  روشی 
در مسائل کاهش ابعاد داده،    FDRتشخیص الگو کاربرد دارد.  

های مختلف داده  انتخاب ویژگی، افزایش جداسازی، تمایز کلاس

ب داده  بردارهای ویژگی  از  تقریب خطی  بهترین  یافتن  کار  ه  و 

طور شکل گوسی  ه  های مربوط به دو کلاس برود. اگر دادهمی 
داده به دلیل وجود  اعضای دو  فرض شود.  بین  در  مشابه  های 

کلاس گوسی  توزیع  مابین  مشترکی  ناحیه  وجود  کلاس  به  ها 

قابل مشاهده است. وجود این ناحیه مسئله    3آید که در شکل می 
 کند. تفکیک و تشخیص دو کلاس را از یکدیگر دچار مشکل می 

 

 

 داده  ینمودار گوس :3شکل 

 

تـرک کوچک ــد، دادههرچه این ناحیه مشـ های دو کلاس  تر باش
بیشتـر قابل تفکیک خواهد بود. برای کمتر شـدن اثر این ناحیه و  

تـر کلاس بـتتمایز بیش اـزی فیشـر ها از هم از نس   FDR جداس

  صورت معادله ه برای مسئله دو کلاسه ب FDRشود.  استفاده می 

ه  تعریف می   4 کـ ــود  اـنگین    μشـ اـنس هر کلاس    σ  ومی واری
 باشد.می 

(4) 𝐹𝐷𝑅 =
(𝜇1 − 𝜇2)2

𝜎1
2 + 𝜎2

2
 

 

میانگین  باتوجه به مفهوم پارامترهای توابع گوسی، هرچه اختلاف  

تر  های دو کلاس کوچکها از هم بیشتر بوده و واریانسکلاس

شود. در نتیجه برای جداسازی دو  باشد، ناحیه مشترک کمتر می

دست  ه  باید ماکزیمم شود. مقدار ب FDR کلاس از یکدیگر مقدار
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،  یک عدد خواهد بود که نرخ جداپذیری فیشر  4  آمده از رابطه
می  مینامیده  نمود.  شود و  ارزیابی  مقایسه،  مقام  را در  آن  توان 

بندی دو کلاس  طوری که هر چه مقدار آن بیشتر شود، کلاسهب
نرخ تشخیص صحیح کلاساز هم ساده و  بهبود  تر شده  بندی 

می  یافت.  تکنیکخواهد  با  دادهتوان  توزیع  نحوه  با  هایی  را  ها 
های مربوط به  بهینه کرد. رسم توزیع گوسی داده  FDRافزایش 

بهینه از  بعد  کلاس،  شکلدو  با  مطابق  بود.   4  سازی   خواهد 

 

 
 سازي نه يداده بعد به یگوس عیتوز: 4شکل 

های متعدد و چندکلاسه بودن مسئله مورد  به دلیل وجود ویژگی 

ویژگی   FDRمطالعه،   تمام  می   هابرای  بنابراین   ؛شودمحاسبه 

 FDR   شودبرای مسائل چندکلاسه به صورت زیر تعریف می : 

 

(5 ) 𝑀𝑢𝑙𝑡𝑖 𝐶𝑙𝑎𝑠𝑠 𝐹𝐷𝑅 =
∑ (𝜇𝑗 − 𝜇𝑇)

2𝐿
𝑗=1

∑
1
𝑛𝑗

𝐿
𝑗=1 ∑ (𝑥𝑖𝑗 − 𝜇𝑗)

2𝑛𝑗

𝑖=1

 

 

معادله   میانگین هر کلاس،     µj ها،تعداد کلاس  L،  5که در 

µT  ها، میانگین همه کلاسnj    تعداد عضوهای هر کلاس و
x  های  در این مرحله ارزش ویژگی   باشد.هر کلاس می   عناصر

بهینه الگوریتم  توسط  دادگان  در  نسبت    سازیموجود  و  ملخ 

یک وزن در    . باید برای هر ویژگی آمددست  ه  ب  شریف  یجداساز
کلاس دقت  افزایش  شود.  جهت  داده  اختصاص  بدین  بندی 

های  ها در جهت یافتن وزنها یا همان ملخصورت که در ابتدا ذره

ویژگی  تعداد  با  برابر  می تصادفی  تلاش  های  پارامترکنند.  ها 

بهترین   از قبیل مکان ذره و سرعت ذره و همچنین  ملخالگوریتم  

تکرار   ذره این روند تا پیدا شدن    .شوندرسانی می به روزدر هر 
پذیری  افزایش تفکیک  که منجر به  هاویژگی   برای  بهترین وزن 

  یابد. شود، ادامه می   مجموعه دادههای مختلف موجود در  کلاس
کار رفته  ه ب 4 ر اساس معادلهب ملخبرای الگوریتم  برازندگیتابع 

 FDRاثر    ی بررس   یبرا  .شوددر نسبت جداسازی فیشر تعریف می 

  و  μ ریها مقادی ژگیمجهول در و بیتوان با ضرب کردن ضرای م

σ  داد.   رییرا تغ 
𝑎 = [𝑎1, 𝑎2, … , 𝑎𝑛] (6) 

اـزی ملخ بدسـت آمده از الگوریتم بهینهه ضـرائب ب صـورت  ه س
های موجود در  باشـد. این ضـرائب متناسـب با ویژگی می  6  بردار

ها را صورت یک ترکیب خطی، ارزش ویژگی ه باشد و بداده می 

ضرب   4 که در صورت و مخرج معادله دهددر کنار هم نشان می 
صــورت زیر بازنویســی  ه به فرم ماتریســی ب  5 شــود. معادلهمی 

 شود.در صورت و مخرج رابطه ضرب می   a  شود و بردارمی 
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(7) 
𝑀𝑢𝑙𝑡𝑖 𝐶𝑙𝑎𝑠𝑠 𝐹𝐷𝑅 =

∑ 𝑎𝑇(𝜇𝑗 − 𝜇𝑇) × (𝜇𝑗 − 𝜇𝑇)
𝑇

𝑎𝐿
𝑗=1

∑ 𝑎𝑇𝐿
𝑗=1 (

1
𝑛𝑗

∑ (𝑥𝑖𝑗 − 𝜇𝑗)(𝑥𝑖𝑗 − 𝜇𝑗)
𝑇𝑛𝑗

𝑖=1 ) 𝑎
 

 

اعمال    FDRدر فرمول   aدر هر تکرار از الگوریتم ملخ، ضرایب  
ب نتیجه  و  به  شده  عدد  یک  می ه  صورت  نرخ  دست  که  آید 

ترین عددی که براساس  ماکزیممشود.  جداسازی فیشر نامیده می
ب برازندگی  تابع  در  موجود  پایان  ه  روابط  باعث  بیاید،  دست 

سازی خواهد شد. ضرایبی که باعث ماکزیمم شدن  الگوریتم بهینه
FDR   باشند. این ضرایب به عنوان  شوند جواب نهایی مسئله می

ها در مراحل بعدی روش پیشنهادی  بهترین ترکیب ارزش ویژگی
 کار خواهند رفت. ه ب

 سازي ملخالگوریتم بهينه
  عت یدر طب  ها خمل  یرفتار دسته جمع سازی ملخ از الگوریتم بهینه 

.  است  تیبر جمع  ی مبتن . این الگوریتم  [26]  الهام گرفته شده است

اساس مرحله  الگوریتمسازنهی به  ی دو  و    د:ناعبارت  ی  اکتشاف  از 
دو مرحله را در طول   ن یملخ ا ، کهجستجو یاز فضا یبرداربهره
.  [27]  کندی فراهم م  ی تعاملات اجتماع  ق یغذا از طر  یجستجو

ها در  سازی رفتار ملخهیگرفته شده برای شب  کاره  ب  ی اضیر  مدل
 بوده است:  ریابتدا به شکل ز

 

(8) i=1,2, …,N              i+Ai+Gi=SiX 

 

  روی ی ن   Gi  ی،تعامل اجتماع  iS،  ما  iملخ تی موقع  Xiدر آنکه  
  مقدار .  باشدمی جهت باد  Ai   و ام i گرانش اعمال شده به ملخ

Si  اجتماع   ی عنی ملخ    ی تعامل  زiبرای  رابطه  به  توجه  با   ریام 

ام  jام با ملخ    iملخ    نیفاصله بdij که در آن  .  شودیمحاسبه م
 . باشدمی 

(9) 
𝑺𝒊 =  ∑ 𝒔(𝒅𝒊𝒋)𝒅𝒊𝒋̂

𝑵

𝒋=𝟏

 

 

s     می اجتماعی  نیروی  فشار  تعریف  برای  تابع  باشد  یک 

 یک بردار   𝑑𝑖𝑗̂ نشان داده شده است و  9طور که در رابطه  همان

نیروی  ، که   Sباشد. تابع امین ملخ می  j امین ملخ به i واحد از
 : شود همانند زیر محاسبه میکند  اجتماعی را تعریف می 

(10) 𝒔(𝒓) = 𝒇𝒆
−𝒓

𝒍 − 𝒆−𝒓 

جاذبه و f که در آن نشان دهنده طول   I نشان دهنده شدت 

م   اس یمق تابع ی جاذبه  تعامل    ریث أت  ی چگونگ S باشد.  روی  بر 
 [.26] ها را نشان دهدملخ( جاذبه و دافعه) ی اجتماع

 داروزن KNNبندي فاز چهار كلاس
بند پیشنهاد  در این فاز الگوریتمی برای تشکیل یک مدل کلاس

های انسدادی ریوی تشخیص  گردد که با این الگوریتم بیماریمی 

تمام   زمانی کهداده خواهد شد. مراحل الگوریتم به ترتیب زیر تا 
داده در هر دو بخش آموزش و آزمون   گاهیموجود در پا یهاداده
 گردد. ، تکرار می شوند کار گرفتهه ب

 داروزن هیهمسا  نیترکینزد-k  تمیالگور

ک  K  تمیالگور ه نزدیـ اــیـ اـی تمیالگور  ءجز  (KNN)  همســ   ه
ت  یریادگی ده اسـ اـئل کلاس  نظارت شـ تـفاده  که در مس بندی اس
ود. این الگوریتم  می  اـدگ  لیدل  بهشـ نـاخته   ی و اثربخش ـ  ی س آن ش

ت ده اسـ ت، اما  کنندهیبندطبقه نیا  اگرچه. شـ اـده اسـ  KNNس

ه  یبرا اـلعـ آن ه  یامط ه در  اـدر مورد داده  ی دانش قبل  چیکـ   ی ه
 [.27]  کاربرد داردمورد استفاده وجود ندارد، 

بر  داده  بندیکلاس نمونهها    ا ی  کینزد  ی آموزش   یهااساس 
  ی ورود  کی  یبرا  .شود انجام می منطقه خاص    کیدر    هیهمسا

در   تیو اکثر  شوندی محاسبه م  گانیهمسا  نیترکینزد  K  د،یجد
  کنندی م نیی را تع دیجد یورود کلاس ه،یهمسا یهاداده انیم
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ن  [.28] تعیین  داده    گانیهمسا  نیترکیزدجهت  فاصله  باید 
های اسبه شود روشـوزشی محـوعه داده آمـاز مجم شـآزمای

 باشد.می  2 به شرح جدول  [29] هامحاسبه فاصله و فرمول آن 

 

 فاصله هاي محاسبه روش: 2جدول 

 فرمول  نام روش ردیف 

,𝑑𝑖𝑠(𝐴 ی دسی فاصله اقل 1 𝐵) =  √(𝐴 − 𝐵)2 

,𝑑𝑖𝑠(𝐴 ی فاصله بلوک شهر 2 𝐵) =  ∑|𝐴 − 𝐵| 

𝑑𝑖𝑠 شف ی چب فاصله  3 = 𝑚𝑎𝑥𝑗{|𝐴 − 𝐵|} 

,𝑑𝑖𝑠(𝐴 ی نکوفسکی م فاصله 4 𝐵) =  √∑|𝐴 − 𝐵|𝑝
𝑝

 

𝑑𝑖𝑠 ینوسی کسفاصله  5 = 1 −
𝐴′𝐵

√(𝐴′𝐴) ∗ (𝐵′𝐵)
 

,𝜌(𝐴 همبستگیفاصله  6 𝐵) =
𝑐𝑜𝑣(𝐴, 𝐵)

𝜎𝐴𝜎𝐵

 

𝑑𝑖𝑠(𝐴, 𝐵) = 1 − 𝜌(𝐴, 𝐵) 

 

اصلاح    کیر  داوزن  هیهمسا  نیترکینزد-k  تمیالگور نسخه 
الگور از  این کلاساست  KNN  تمیشده  اضافه شدن  .  با  بند 

  آید دست می ه  ب   KNNمقادیری با عنوان وزن به الگوریتم  
های نزدیک از یک کرنلی فاصله همسایه  در این روش[.  30]

رعبور می  و  شوند  تبدیل  به وزن  تا  به صورت  یأکنند  گیری 

نمونه  وزن و  انجام شده  اساس دسته  آزمایشدار  این  بندی  بر 
به  های  رویکرد  [.30]  شود می  فاصله  تبدیل  جهت  مختلفی 

دارد. وزن    3های موجود در جدول  توسط کرنل  شباهت وجود 

 . شودیمحاسبه م کینزد یهاه یهمسا
 

 

 محاسبه شباهت  هايكرنل : 3جدول 

 فرمول  شماره

1 1

𝑑(𝑥𝑖, 𝑥)
 

2 1

𝑑(𝑥𝑖, 𝑥)2
 

3 1

𝑐 + 𝑑(𝑥𝑖 , 𝑥)2
 

4 
𝑒𝑥𝑝 (−

𝑑(𝑥𝑖, 𝑥)2

𝜎2
) 

5 1

√2 ∗ 𝑝𝑖
∗ 𝑒𝑥𝑝 (−

𝑑(𝑥𝑖 , 𝑥)2

𝜎2
) 

6 1

𝑑(𝑥𝑖 , 𝑥)
2

𝑚−1

 

 

 موزون نيانگيم
نابرابر    یهامجموعه داده کی  ی حسـاـب  نیانگیمموزون،   نیانگیم

به کار    ی زمان  ی حســاـب ایســاـده    نیانگیمباشـــد.  می   و ناموزون

اـهداتی م اـو تیاهم  ی( دارایآمار  یها)داده رود که مشـ   ی مسـ
های مشــاـهدهمجموعه  کی  نیانگیمحاســبـه م  دراما   ؛باشــنـد

اـبرابر، برا ل  کی ـهر    ین اـمـ اـ، وزن  از ع طبق  نیارزش مع  ای ـه ی 
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و سـپـس آن   شــودی در نظر گرفته م  Wiصــورت ه  ب  11  معادله
 ارقام   نیگاه جمع ا. آنگرددی ضرب م  نیدر وزن مع Xi  عامل

 .[31]  ودشی م  میتقسها دست آمده بر مجموع وزنبه 

 

 (11) 𝑥̅ =
∑ 𝑤𝑖𝑥𝑖

𝑛
𝑖=1

∑ 𝑤𝑖
𝑛
𝑖=1

 

 

 جداسازي داده آزمون و آموزش
ها به  داده  یجداسازبندی  یکی از مراحل اولیه در مسائل کلاس

آموزش  دو بخش و  باید    KNNبند  باشد. در کلاسمی   آزمون 
های آزمون با کل دادگان آموزش محاسبه شود.  میزان شباهت داه

ها وجود دارد که  بندی دادههای مختلفی برای تقسیمانواع روش

درصد    30ها به عنوان داده آموزش و درصد داده  70این مقاله در  
تقسیم  باقی  این  نظر گرفته شد.  آزمون در  داده  به عنوان  مانده 

صورت  ه  گانه ب  5اعتبارسنجی متقابل    چهارچوببندی داده در  

صورت میانگین محاسبه  ه ها بنتیجه ارزیابی رندوم انتخاب شد و 
داده.  گردید محدود  تعداد  دلیل  نهاییها،  به  معیارهای    نتیجه 

محاسبه   Leave one out ارزیابی در قالب اعتبارسنجی متقابل

 شد.

 دار فاصلهمحاسبه وزن

 ــ از همــه یبنــددسـتـه یبرا KNN در الگوریتم هـاـ بــه ی ویژگ

 ــ کــه همــهشــود. درصــورتی ی اندازه استفاده م ــیک   هـاـی ویژگ

و  نقــش یکسـاـن نداشـتـه باشـنـد یبندممکــن اســت در دسـتـه
ــه درسـتـ یبنــددسـتـه ــن  ی ب ــه منظــور رفــع ای ــرد ب انجـاـم نگی

 فاصــلههـاـ، بایــد بـاـ توجــه بــه درجــه اهمیــت ویژگــی   ،مشکل
 محاسبه شود.  دارصورت وزنه ها از هم بنمونه

عریف شود. هر چه  ت یک وزن ی هر ویژگ یبه این منظور باید برا

  محاسبه  باشد، میزان تأثیر آن در  تربزرگ  یویژگ قدر وزن یک

ها  همسایه موجود در پایگاه داده n یبرا اگر . فاصله بیشتر است
از وزن  بردار  به صورتیک  آنشودتعریف   a ها  تلفیق    گاه.  با 

رابطه    Bو    A  نمونهبین دو    فاصله  محاسبه  فرمول و    aبردار  
 دست خواهد آمد.  ه  ب  9 دار طبق رابطهمحاسبه معیار شباهت وزن

 𝐴 = [𝐴1, 𝐴2, … , 𝐴𝑛] 

 𝐵 = [𝐵1, 𝐵2, … , 𝐵𝑛] 

(12) 𝒅𝒊𝒔(𝑨, 𝑩) =  √∑(𝒂 ∗ |𝑨 − 𝑩|)𝒑

𝑛

𝑖=1

𝒑

 

 

 
  باشــد. هر ها می ها ترکیبی خطی از ارزش تمام ویژگی بردار وزن

اـوزن  این  چـه ــود،  تردقیق   ه شـ افزایش دقـت    تعیین  موجـب 
 الگوریتم  شـود. برای تولید بهترین بردار وزن ازمی   بندیکلاس

 شد.   استفاده سازی ملخبهینه

 دارگيري وزنيأر
ه   بــ اـســ و  دار  وزنپس از مح ــل    ن یترکی ـنزد-k  افتنی ـفواصـ

اـیه کلاس    نییتع  یبرا یریگیرأ تمیالگور کیاز  دی، باهاهمسـ
های  های دادهبا استـفاده از برچسـب.  شـودشـده استـفاده    ی نیبشیپ

مرده   Kآموزش، تعداد فراوانی هر کلاس در   همساـیه نزدیک شـ
ی که بیشتـر تعداد عضـو   KNNشـود. در الگوریتم می  پایه کلاسـ

د به عنوان خروجی معرفی می  تـه باشـ ودرا داش تـفاده از ؛  شـ اما اس
. در  دارد ی مهم تمشـــکلا  گیری،یأدر ر  تیقانون اکثر کردیرو

ها اگر دو کلاس تعداد عضــو برابری  شــمارش فراوانی برچســب

یـم نـد تص تـه باش ی خواهد بود. امکان گیری بهداش اـنسـ ورت ش صـ
ه اـیـ ه همســ ه کلاس مخاـلف  دارد کـ ه مربوط بـ کـ هاـی دورتری 

ود. تـباه شـ خیص اش برای   هستـند به علت تعداد بیشتـر موجب تشـ

ــده، ر ــکلات مطرح ش ــورت وزنه گیری بیأغلبه بر مش دار  ص
 شود.پیشنهاد می 
ــل ــده و   KNNبخش اول الگوریتم   که در  ی فواص بـه ش محاسـ

اـ  نیترکینزد اـس آن  هاهیهمسـ به   ،شــودانتخاب می ها  بر اسـ
  به عنوان وزن مورد استفاده قرار  ده وش لیتبد  ی شباهتارهایمع
ــده تع  یها. وزنگیردمی  اـص داده ش هر  کنند که  ی م  نییاختصـ

های  رویکرد  .گذاردی م  ریتأث  یبندطبقه  اتیچقدر بر عمل همساـیه
تـفاده از  بـاهت وجود دارد. با اس له به ش مختلفی جهت تبدیل فاصـ
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شده و در  محاسبه    کینزد یهاهیوزن همسا  3  های جدولکرنل
ــمـت ر اـل می یأقسـ دگیری اعم ــونـ اـبراین در پیش  ؛  شـ بینی  بن

 بر تعداد همسایگان، میزان شباهتبرچسب داده ورودی، علاوه  

ــب داده ورودی طبق  نیز دخیل می  آزمایش به داده ــود. برچس ش
 شود.رابطه زیر محاسبه می 

 

(13) 𝑦̂ = 𝑀𝑎𝑥 (
∑ 𝑊𝑖

𝑘
𝑖=1  𝐼(𝑦𝑖 = 𝑟)

∑ 𝑊𝑖
𝑘
𝑖=1

) 

 

رابطه   در  نزدیک،    Kهای  وزن  Wiکه  برچسب    yهمسایه 

آموزش،  داده کلاس  rهای  بیماریبرچسب  )نوع  و  ها   𝑦̂ها(، 
می  شده  بینی  پیش  خروجی  رابطه   باشد.برچسب  برای    13در 

شود.  ها استفاده می تعیین برچسب خروجی از میانگین موزون وزن
داده بر اساس مراحل    آزمایشهای  برچسب خروجی برای تمام 

 آید. دست می ه گفته شده ب

 هاي ارزیابی روش
شامل ماتریس درهم    مطالعهکار رفته در این  ه  های ارزیابی بروش

نمودار   و   Receiver Operation)ریختگی 

Characteristic )ROC    و   به منظور تعیین کیفیتباشد. می  

د.  درهم ریختگی استفاده شماتریس  از    ارزیابی روش پیشنهادی
ماتریس   پارامترهااین  صحیحبراساس  مثبت   True)  ی 

Positive)  TP صحیح منفی   ،   (True Negative)  TN، 

 False)   منفی کاذب  و  FP  (False Positive)   مثبت کاذب

Negative) FN   تشکیل مسئله مورد مطالعه  طبق تعریف شده
   شود. می 

ارزیابیدر طبقه پارامترهای  تمامی  چند کلاسه  برای هر    بندی 
. در نهایت مجموع نتایج  شدصورت جداگانه محاسبه  ه  کلاس ب

در پژوهش حاضر که  .شدبه دست آمده برای هر پارامتر گزارش 

بیماری دسته  سه  اگر  است.  کلاسه  سه  مسئله  آسم،  یک  های 
در   Cو   A ،Bهای صورت برچسبه برونشیت مزمن و آمفیزم، ب

پارامترهای مرتبط با معیارهای ارزیابی به عنوان  نظر گرفته شود،  

 شود:  به صورت زیر محاسبه می   Aنمونه برای برچسب 

ATP  مواردی با برچسب :A    که به درستی در کلاسA    قرار
 اند.  گرفته

ATN  برچسب بدون  مواردی   :A    که در کلاسB    یاC    قرار
 اند.گرفته

AFP مواردی بدون برچسب :A   که به اشتباه در کلاسA    قرار
 گرفته اند. 

AFN  مواردی با برچسب :A    که به اشتباه در کلاسB    یاC 

 اند.قرار گرفته
به همین منوال تکرار خواهد    Cو    Bهای  محاسبات برای برچسب

دسته نتایج  مجموع  و  حاصل  شد  مربوطه  پارامتر  عنوان  به  ها 

 باشد. می   17تا    14  هایفرمول  پارامترهای نهایی طبق  خواهد شد.

 

 

 (14) 

TP=TPA + TPB + TPC 

 

(15) TN=TNA + TNB + TNC 

 

(16) FP=FPA + FPB + FPC 

 

(17) FN=FNA + FNB + FNC 

 

 

دقت ارزیابی  ، (precision)  ، صحت( Accuracy)   معیارهای 
  ( Specificity)  پذیریتشخیص،  (Sensitivity)   حساسیت
شود. فرآیند ارزیابی بر  محاسبه می     21  تا  18های  طبق فرمول

در  باشدکه  می   Leave-One-Outاساس اعتبارسنجی متقابل  

  بقیه کنار گذاشته شده و  دادگان برای آزموناز  نمونه کیهر بار 
کارگیری تمام  ه شود. این کار تا زمان ببرای آموزش استفاده می

 یابد.دادگان در هر دو مرحله آموزش و آزمون ادامه می 
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(18) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(19) 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(20) 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑅𝑒𝑐𝑎𝑙𝑙) =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(21) 
𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 

 نتایج
ارزیابی  و  نتایج  این بخش  مراحل ذکر شده  در  اساس  بر  هایی 

شد.   مقاهیشب  جینتاانجام  و  با   تمیالگور  سهیسازی  شده  ارائه 

ای از اطلاعات  خلاصه  4جدول    .گردیدبررسی   هیهای پاتمیالگور
 دهد. های موجود در مجموعه داده را شرح می آماری ویژگی 

 

 دادگان  يهایژگ یو ياطلاعات آمار :4جدول 

 انحراف معيار  ميانگين  ماكزیمم  مينيمم  

 3 2 1 3 2 1 3 2 1 3 2 1 كلاس 
 23/0 41/0 29/0 55/2 65/2 55/2 3 10/4 10/3 05/2 04/2 10/2 حجم بازدم اجباری 
 19/0 31/0 24/0 45/2 54/2 63/2 98/2 64/3 10/3 04/2 06/2 05/2 ظرفیت حیاتی اجباری 
 23/0 26/0 28/0 54/1 43/1 51/1 98/1 94/1 92/1 24/1 23/0 14/0 25جریان بازدم اجباری 
 55/0 61/0 60/0 11/3 98/2 93/2 90/3 32/4 92/4 31/2 25/2 24/2 ظرفیت کل ریه 
 16/0 91/12 74/16 20/33 78/38 83/44 76 74 87 10 17 19 سن 

 54/1 53/1 25/247 9/21 23/21 36/52 50/24 80/23 2015 43/19 42/18 40/18 شاخص توده بدنی 

 

ــی  اـن، از ویژگ ــود در دادگـ اـی موج ــوان  5هـ ــه عن ــی ب ویژگ

اـن دادن نحــوه توزیــع داده یـن نمونــه بــرای نشـ اـ در بـ هـ
نحــوه پراکنــدگی   5  های مختلــف انتخـاـب شــد. شــکلکلاس
هـاـ بــر اسـاـس رنــ  دهــد. نــوع بیمـاـریهـاـ را نشـاـن مــی داده

اســت. رنــ  آبــی بیمـاـری آســم، رنــ  قرمــز   مشخص شــده

بیمــاـری برونشــیـت مـــزمن و رنـــ  زرد نشــاـنگر بیمــاـری 
 باشد.آمفیزم می 

 

   
 مختلف  يهایژگیو يدادگان به ازا یپراكندگ :5 شکل 
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 ادهفاز دو پيش پردازش د

 هاي حرفی و عدديسازي دادهیکسان
تـهویژگی  موجود در پایگاه داده به   categoricalای  های دسـ

ه  ــ ـژگی درجــ ـوی صورت عددی تبدیل شدند. به عنوان مثال: 

 ــش  ــدت بـ  ــصه یماری بـ  ــورت خـ  ــفیـ و    2=متوسط ، 1=  فـ

 شود.کد گذاری می   3=شدید
 

 ي به عدد ايدسته هايیژگیو ل یتبد: 5 جدول

 نام گذاري عددي  نام گذاري حرفی  نام ویژگی 

 0-1 مرد  زن/ سن 

 0-1 بله/خیر سابقه مصرف سیگار 

 0-1 بله/خیر سابقه مصرف الکل 

 1-2-3 شدید  متوسط/ خفیف/ شدت 

 1-2-3 برچسب)آسم، برونشیت، آمفیم( بیماری نام 

 

 هاي پرتشناسایی و حذف داده
اـرک و نمــودار جعبــه تـفاده از روش چـ اـ اسـ اـی ای، دادهبـ هـ

درصــد  5/8حــدود پرت شناسـاـیی شــدند کــه در ایــن دادگـاـن 
 ــداده پرت وجــود دارد. ویژگــی  ای صــورت دسـتـهه هـاـیی کــه ب

 ــ تـند ب ــرت و از ه هسـ اـدیر پ ــده و مقـ ــت ش ــل ثب ــورت کام ص

 بقیــههـاـی پــرت در تعــداد داده 6  دست رفته نــدارد. در جــدول
 ها مشخص شده است.ویژگی 

 
 

 پرت  هايتعداد داده :6 جدول

 FEV1 FVC FEV1/FVC MEF 25 RR PEF TLC RLC BMI ویژگی 

 2 5 4 0 0 6 8 2 7 تعداد 

 

 هافاز سه تعيين ارزش ویژگی
یـن ارزش ویژگــی  اـز بــرای تعیـ اـ از الگــوریتم در ایــن فـ هـ

ــن بهینه ــد. ای تـفاده ش ــخ اسـ ــهیروش بهسـاـزی مل اـ سـاـزی ن بـ
ــه  ــن شــرط خاتمــه  شــود.شــروع مــی  ملــخ 30جمعیــت اولی ای

ــوریتم   ــالگ ــه دنیرس ــر در  ب ــذیری فیش ــرخ جداپ اـلاترین ن بـ
ــی  250 ــدگی تـاـ تکــرار م ــم  4باشــد کــه توســط تـاـبع برازن رق

ــد. بـه ش ــوریتم  اعشـاـر محاسـ ــن الگ اـبی ای اـی انتخـ پارامترهـ
 باشد.می  7 مطابق با جدول

 

 ملخ  تمیالگور یانتخاب يپارامترها  :7 جدول

 

 

 

 

 

 

 

 مقدار انتخابی  پارامتر 

 30 اندازه جمعیت 
 250 تعداد تکرار 
 ها به تعداد ویژگی تعداد متغیرها
 +20تا  -20 محدوده متغیرها 
 C Cmin=0ضریب کاهشی پارامتر 

Cmax=1 
 FDRرابطه  تابع برازندگی 
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توسط تابع  محاسبه شده   FDRبر اساس مقادیر   6  نمودار شکل
رسم شد. این نمودار نشانگر به جواب رسیدن الگوریتم   برازندگی،

باشد. روند صاف شدن و عدم تغییر نمودار نشانگر این  ملخ می 

ماکزیممم به  الگوریتم  که  ممکن  است  مقدار  رسیده    fdrترین 
 است. 

 

 GOA تمیدر الگور یتابع برازندگ يسازمم ين ينمودار م :6 شکل 

 

، FDRهــاـ در راســتـای افـــزایش ویژگـــی تعیــیـن ضـــرایب 
ــوریتم بهینه ــدی تصــاـدفی توســـط الگـ ــخ فرآینـ ســاـزی ملـ

 ــ ؛باشــدمی  ــرای اطمینـاـن از نتـاـیج ب دســت آمــده، ه بنـاـبراین ب

 ــ ــد. طبــق نتـاـیج ب دســت ه الگــوریتم چنــدین بـاـر تکــرار گردی
 ،باشــدآمده، دامنه نوسـاـن تغییــرات در هــر بـاـر اجــرا کــم مــی 

دقیــق و مطمـئـن، میـاـنگین نتـاـیج ولــی بــرای حصــول نتیجــه 
شــود. دســت آمــده بــه عنــوان نتیجــه نهـاـیی گــزارش مــی ه  ب

ــه بـ ـ ــورت شــکله نتیج ــت. ایــن  7 ص اـهده اس ــل مشـ قاب

ــی  ــرایب، ارزش ویژگ اـر ض اـن را در کنـ ــود در دادگـ اـی موج هـ
 دهد.یکدیگر نشان می 

 

 

 ا هیژگیارزش و :7شکل 

0.479

0.218
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ــق  ــده طب ــه ش ــرائب بهین اـدیر ض ــکلمقـ ــی  7 ش اـ م ــد. بـ باش
هـاـی ایب در بــردار ویژگــی هــر نمونــه، ویژگــی راین ض  اعمال

 ــ هـاـی بـاـ ویژگــی   KNNآیــد. الگــوریتم مــی دســت ه بهینــه ب
 .  شودمی بهینه تشکیل  

 داروزن  KNNبندي فاز چهار كلاس
بنـــدی کلاسبــه عنــوان روش   KNNکـــه  بعــد از ایــن 

هـاـی مختلــف ایــن الگــوریتم انتخاب شــد. لازم اســت قســمت
ــده اـ و روش مطـاـبق بـاـ دادگـاـن انتخـاـب و تنظـیـم شــود. ای هـ

پیشنهادی در مراحل این الگــوریتم اعمـاـل شــود تـاـ بتوانــد بــه 

ــن م ــدف ای ــه ه ــو ب ــرین نح  ــالطبهت ــلاسع ــه ک ــدی ه ک بن
 باشد، دست یابد. های انسدادی ریوی می بیماری

 انتخاب نحوه محاسبه فاصله )شباهت(
ــله داده روش ــرای محاسـبـه فاص ــی ب اـیشهـاـی مختلف از  آزمـ

ــه داده ــن روشمجموع ــود دارد. ای اـی آمــوزش وج اـ در هـ هـ
ــدول ــب  1 ج ــی مناس ــرای انتخـاـب روش ــت. ب ــده اس ــر ش ذک

ــزان شـبـاهت داده ــرای محاسـبـه می ــی هـاـ، روشب هـاـی مختلف
ــد. جــدول ــف  8 انتخـاـب و ارزیـاـبی ش اـیج معیارهـاـی مختل نتـ

ــوریتم  ــده در الگـ را  KNNمحاســبـه شــبـاهت اعمــاـل شـ
 دهد.نشان می 

 مختلف محاسبه فاصله  يارهايمع جینتا: 8 جدول

 ميانگين دقت روش

 97995/91 اقلیدسی فاصله 

 72932/91 فاصله بلوک شهری 

 90834/91 چبیشف فاصله 

 33799/92 مینکوفسکی فاصله 

 58611/91 کسینوسیفاصله 

 23058/92 یفاصله همبستگ

 

ــر مقــدار بـاـ  ــه ازای مقـاـدیر مختلــف، دقــت محاسـبـه  Kتغیی ب

ــدول، روش  اـیج جـ ــق نتــ ــد. طبـ اـ  Minkowskiگردیـ بــ
درصــد دقــت، بــرای محاسـبـه میــزان شـبـاهت   33/92میانگین  
 .باشدترین روش می ها مناسبداده

 دار فاصله داده آزمون با داده آموزشمحاسبه وزن

 ــارزش ویژگــی   ــه هـاـی ب صــورت یــک ه دســت آمــده در فـاـز ب
قــرار گرفــت. ضــرایب در  aترکیب خطــی در بــرداری بــه نـاـم  

بـه  ــده و در محاسـ اـفه ش ــله مینوکوفســکی اضـ ــول فاص فرم

 شد.  کار بردهه ها از هم بدار نمونهوزن فاصله

ساده و    KNNبندی الگوریتم  نمودارهای دقت کلاس  8  شکل
KNN    بهینه شده با ضرایبFDR  ازای ، به  K    های مختلف
  KNNآمده،    دسته  های بباشد. با میانگین گرفتن از دقتمی 

کلاسیک دارد که نتایج   KNNبهینه عملکرد بهتری به نسبت  
شود که تمام  بنابراین ثابت می   ؛قابل مشاهده است   9  در جدول
و  ویژگی  توصیف  در  یکسانی  سهم  دادگان  در  موجود  های 

ثیر  أنظر گرفتن تبندی مسئله مورد نظر ندارند و متفاوت در  کلاس
داده  ویژگی  شباهت  میزان  محاسبه  در  دادگان    آزمایشها  به 

 تواند سودمند باشد. آموزش، در جهت افزایش دقت می 
 

 

 مختلف   k يبه ازا نهيبه KNNو   کيكلاس KNNدقت  سهیمقا  :8 شکل 
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 دارصورت ساده و وزنه محاسبه فاصله ب سهیمقا :9 جدول

 ميانگين دقت نحوه محاسبه فاصله ردیف 

 28/69 بدون ضرایب  1

 93/73 با ضرایب  2

 

 داروزن يريگيأر
کــلاس بایــد بــرای تعیـیـن  KNNدر بخش پایـاـنی الگــوریتم  

ــر، ر ــورد نظ ــود. یأداده م اـم ش ــری انجـ اـ   KNNگی اـده بـ سـ
توجه بــه میــزان فراوانــی نــوع برچســب همسـاـیگان نزدیــک، 

ــی  ــری م ــمیم گی ــدتص اـ در  ؛کن ــر   KNNامـ ــلاوه ب ــه ع بهین

اـ داده  اـیگان بـ بـاهت همسـ تعــداد هــر کــلاس، میــزان شـ
شــوند. ایــن هـاـیی در نظــر گرفتــه مــی صورت وزنه  ب  آزمایش

هـاـ در واقــع همـاـن فواصــل محاسـبـه شــده همسـاـیگان از وزن

هـاـی معرفــی شــده باشد کــه از طریــق کرنــلمی   آزمایشداده  
ــدول   ــ3در ج ــه ره ، ب ــن در مرحل ــد و ای ــت آم ــری یأدس گی
 شوند.اعمال می 

هـاـ در الگــوریتم اعمـاـل شــده و نتـاـیج انواع مختلف این کرنــل
 ــ ــدوله ب ــورت ج  ــ 10ص ــماره ه ب ــل ش ــد. کرن ــت آم اـ  5دس بـ

ــه الگــوی گوســی، مناســب ــرین روش بــرای تبــدیل فاصــله ب ت
 باشد.میزان شباهت می 

 

 شباهت  زاني فاصله به م ل یمختلف تبد ياهروش جینتا: 10 جدول

 ميانگين دقت فرمول  شماره

1 1

𝑑(𝑥𝑖, 𝑥)
 

33/92 

2 1

𝑑(𝑥𝑖, 𝑥)2
 

19/92 

3 1

𝑐 + 𝑑(𝑥𝑖, 𝑥)2
 

19/92 

4 
𝑒𝑥𝑝 (−

𝑑(𝑥𝑖, 𝑥)2

𝜎2
) 

76/91 

5 1

√2 ∗ 𝑝𝑖
∗ 𝑒𝑥𝑝 (−

𝑑(𝑥𝑖 , 𝑥)2

𝜎2
) 

73/92 

6 1

𝑑(𝑥𝑖 , 𝑥)
2

𝑚−1

 
82/43 

 
 مختلف  K يشباهت به ازا زانيفاصله به م  ل یتبد هايروش جینتا :11جدول 

 15 13 11 9 7 5 تعداد  =3k شماره كرنل 

1 97995/91 23058/92 4812/92 4812/92 97995/91 73183/92 4812/92 

2 97995/91 97995/91 23058/92 4812/92 23058/92 97995/91 4812/92 

3 97995/91 97995/91 23058/92 4812/92 23058/92 97995/91 4812/92 

4 97995/91 72932/91 72932/91 72932/91 72932/91 72932/91 72932/91 

5 73183/92 73183/92 73183/92 73183/92 73183/92 73183/92 73183/92 

6 09273/37 34586/38 10777/43 62907/51 36591/46 11779/47 10777/43 

 

های مختلف اجرا شد و دقت  Kها به ازای  الگوریتم با تمام کرنل
بکلاس نتایج  دست  ه  ب  11  صورت جدوله  بندی محاسبه شد. 

  ؛ را دارد  kعملکرد ثابتی به ازای تغییر    5کرنل گوسی شماره  آمد.  

بنابراین با انتخاب این روش، میزان حساسیت الگوریتم به پارامتر  
K   می کاهش کم  الگویتم در خصوص  نتیجه عملکرد  شود. در 

محاسبه فاصله همسایگی برحسب کرنل کند.  زمان بهبود پیدا می 
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ها،  گوسی به دلیل ماهیت واریانسی آن علاوه بر فاصله بین داده
  نمودار شکل گیرد.  ها را نیز در نظر می های کلاسپراکندگی داده

های محاسبه شده توسط کرنل گوسی انتخابی  براساس وزن  9
 همسایه نزدیک رسم شده است.   Kبرای 

 

 

 ک ینزد هیهمسا 15 يهاوزن: 9 شکل 

 

ــرای محاسـبـه وزن ــل مناســب ب ــق کرن هـاـ انتخـاـب شــد و طب
ــن وزنآن وزن اـدیر ای ــد. مقـ بـه گردی اـ محاسـ ــداد هـ اـ در تع هـ

ــده و ر اـل ش ــلاس اعمـ ــر ک اـیگان ه اـیی أهمسـ ــرای ی نهـ ب

 10طبـــق رابطـــه آزمــاـیشهــاـی تعیــیـن برچســـب نمونـــه
طبــق  آزمـاـیشمشخص شد. این فرآینــد بــرای تمـاـم دادگـاـن 

متقابل اجرا شد.    روش اعتبارسنجی 

 ماتریس درهم ریختگی
ه ارزیاـبی نهاـیی کلاس ب ـنتیجـ دی بر روی دادگاـن  ــورت ه بنـ صـ

ه ب ROCنمودار    11  ماتریس درهم ریختگی و شـکل  10  شـکل
 آمد.دست  

 

 

 ی ختگیدرهم ر سی ماتر :10 شکل 

   12  طبق جدول  هر کلاس  کیفکتبه    یابیارز  ی پارامترها  جینتا
ارزیابی  می  معیارهای  و  ریختگی  ماتریس درهم  براساس  باشد. 

،  2/93،  4/95دقت، صحت، حساسیت، تشخیص پذیری به ترتیب  
 دست آمد.  ه درصد ب 59/96 و2/93
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 هر كلاس  کي فکتبه  یابی ارز يپارامترها جینتا: 12 جدول

 TP FP TN FN كلاس 

 12 257 7 121 آسم
 6 255 10 126 برونشیت مزمن
 9 255 10 123 آمفیزم 
 27 767 27 370 مجموع

 

ــودار  ــرخ   ROCنم اـس ن ــر اسـ ــلاس ب ــر ک ــک ه ــه تفکی ب

در   AUCتشـــخیص صـــحیح و غلـــط رســـم شـــد مقـــدار 
ــوم  ــلاس اول و س ــلاس دوم  98/0ک  ــ 99/0و در ک ــت ه ب دس

آمده است و نشـاـنگر ایــن اســت کــه دقــت تشــخیص صــحیح 

 کلاس وجود دارد.بالایی در هر  
 

   
 اولکلاس  ج( دومکلاس  ب( کلاس سوم  الف(

 ROCنمودار  : 11شکل 

 

 

 هاي قبلیمقایسه با روش
ــلاس ــت ک ــر دق نـهادی از نظ ــرد روش پیشـ اـ عملک ــدی بـ بن

ــوریتم ــه و سـاـیر الگ ــد هـاـیالگــوریتم پای ــده در  جدی ــه ش ارائ
ــه  یـن مقایسـ اـی پیشــ ــدکارهــ ــدا   KNN .شـ ــه در ابتـ پایـ

ــی معـاـدل پیاده ــه دقت  92/69سـاـزی و بـاـ ارزیـاـبی انجـاـم گرفت
ــت ه بـ ـ ــد. روش دس اـل وزن توانســت   WKNNآم اـ اعمـ بـ

 ــ 22/91نسبت بــه الگــوریتم پایــه دقــت بهتــری بـاـ  ه درصــد ب

 ــدست آورد.  دو   بــرای  مطالعـاـتکـاـر رفتــه در ه  روش جدیــد ب
بـکهبهینه ــط شـ ــه توس ــوریتم پای اـزی الگ بـی و سـ اـی عصـ هـ

ــر روی مجموعــه داده ایــن م  ــالطفـاـزی، ب سـاـزی شــد. ه پیادهع

اـل می  BM-FKNN  [24]روش  ــود احتمـ اـ وج ــه بـ ــت ک رف
اـزی و تـفاده از روش فـ ــوبی  اسـ ــت خ ــونفرونی دق اـنگین ب میـ

ــر روی مجموعــه داده ایــن  ــه ب ــه بقی  ــالطمنسـبـت ب داشـتـه ه ع

 ــ 91/64سـاـزی دقــت  امـاـ بـاـ پیاده  ؛باشد دســت آمــد کــه در ه ب
اـ روش ــه بـ ــعیفمقایس ــرد ض ــه، عملک ــدیمی پای اـی ق تری هـ

اــبی  Ada-KNN [23]کســــب کــــرد. روش  هـــاـ در ارزیــ

 نمــودار شــکلتوجــه بــه    بـاـ  دســت آورد.ه  ترین دقت را بپایین
بنــدی الگــوریتم توان مشـاـهده کــرد کــه دقــت کــلاسمی   12

ــه سـاـیر الگــوریتممطالعــهارائــه شــده در ایــن  هـاـی ، نسـبـت ب

KNN  باشدموجود، بیشتر می.   
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 KNN هايتمی دقت انواع الگور سهیمقا :12شکل 

 

 

 گيريبحث و نتيجه

یافتــه از پارامترهـاـی براسـاـس دادگـاـن تشــکیلمطالعــه  در این  
ــه بــاـ  ــومی، روشـــی پیشــنـهاد شـــد کـ پــاـراکلینیکی و عمـ

ــد بیمـاـری  KNNسـاـزی الگــوریتم بهینه هـاـی انســدادی بتوان
اـر کــلاسریــوی را  نـهادی در چهـ بنــدی کنــد. روش پیشـ

ــه کــلاس ــدام ب ــه اق ــروه از بیمـاـریمرحل ــه گ ــدی س هـاـی بن

ــرای کلاس  KNN. الگــوریتم نمــودانســدادی ریــوی  ــدی ب بن
هـاـی های مربوط بــه یــک دسـتـه از بیمـاـری کــه ویژگــی داده

باشــد کــه از مشابه و نزدیک به هم دارنــد روشــی مناســب مــی 

 .[32]  سرعت اجرای بالایی برخوردار است
هـاـیی از جملــه: یکسـاـن در نظــر اما این الگــوریتم محــدودیت 

ــی هــر  ــر اسـاـس فراوان گــرفتن تمـاـم همسـاـیگان و قضـاـوت ب

ــی در محاسـبـه  ــرفتن تمـاـم ویژگ ــر گ ــلاس، یکسـاـن در نظ ک
 .[33]  دارد  Kفاصله دو داده و حساسیت به تعداد  

روشــی بــرای حــل ایــن مشــکلات پیشـنـهاد مطالعه که در این 

توزیــع تواننــد  نمــی   هـاـی موجــود در دادگـاـنشد. همه ویژگــی 
ــر  ــورد نظ ئـله م ــخیص مسـ ــیف و تش ــر در توص ــهمی براب و س

هـاـ امــری مهــم گــذاری ویژگــی بنـاـبراین ارزش ؛داشـتـه باشـنـد

کــه مسـئـله مــورد مطالعــه مربــوط بــه   به دلیــل ایــنباشد.  می 
هـاـی نزدیــک بــه یک دسته از بیماری است کــه رنــج ویژگــی 

اـن  ــدودی دارد و امکــ ــی محـ ــداد ویژگـ ــوده و تعـ ــم بـ هـ
آســم و  بـیـن ایــن ســه کــلاس بیمـاـری وجــود دارد.  همپوشانی 
COPD  ــد اـبهی دارن ــم مشـ اـً علائ ــخیص گاهـ  و ابهـاـم در تش

ــرا   ــوگیری از ابهامـاـت تشخیصــی و افت ــرای جل وجــود دارد. ب

اـری اـ از هــم،دقیــق ایــن بیمـ اـمی  هـ در نظــر گــرفتن تمـ

  [.3]  ها در تشخیص نهایی مهم استویژگی 
 ــ سـاـزی ملــخ بهینــه و الگــوریتم  FDRکـاـرگیری رابطــه ه بـاـ ب
 ــ اـم و ریثأت  ــیتمـ اـی ژگ ــم  هـ اـر ه ــددر کنـ نـجیده ش  ــ سـ  کو ی

 ــیاز و  ی خط ــ  بیترک  یهـاـحالــت داده نیهـاـ کــه بــه بهتــری ژگ
 ــ کلاس را از هم جــدا کنــد  سه . الگــوریتم آورده شــد دســته ب

KNN  ــله وزن بـه فاصـ ــر اســاـس محاســ دار پیشــنـهادی بـ

اـ ضــرایب  دار بــر گیــری وزنیأو ر  FDRمینوکوفســکی بـ
پایه کرنــل گوســی تشــکیل شــد کــه زمـاـن اجــرای الگــوریتم 

ــی  12/3 ــه م  ــثانی ــت ب ــد. دق ــن روش ه باش ــده از ای ــت آم دس

هـاـ انجـاـم شــده بـاـ سـاـیر روش مقایســه  باشــد.درصد می   4/95
ــرد بهتــری  نـهادی دقــت و عملک اـن داد کــه روش پیشـ نشـ

هـاـی پیشـیـن مطــرح شــده نسبت بــه بقیــه دارد و چــون روش

اـوتی  ــه داده متفـ ــر روی مجموع اـیشب ــده  آزمـ اـبی ش و ارزیـ
ــژوهش روش ــن پ ــد، در ای ــه هسـاـزی شــدند و هـاـ پیادهبودن م

شــده و سـپـس  ها بـاـ مجموعــه داده حاضــر اجــرا و ارزیـاـبی آن

 آورده شده است.  12 مقایسه شدند که نتایج در شکل
 ــا  یرهـاـیمتغ  ها ونمونه  تعداد عنــوان توانــد بــه مــی مطالعــه   نی
 ــ  ــ تیمحــدود کی ــه ش ــر گرفت ــده،یدر آ ود.در نظ اـیمتغ ن  یرهـ

 ــجد ــرا یدی ــت ب ــن اس ــه ممک ــخیصپیش یک ــی و تش  بین
اـریب اـی ژگـ ـیوثر باشــد، ماننــد ؤمـ ـ یمـ  کیـ ـآنتروپومتر یهـ

ــی  بیشـتـر، اـ ویژگ ــرتبط بـ اـی م اـدات هـ ــدگی عـ بـک زن و  و سـ

 .وداضـاـفه ش ــ شـتـریبـاـ مشـاـهدات ب ی پزشــک یهـاـیریگاندازه
اـت ــدی مطالعـ ــی  بع ــدم ــد:  توان نـهاداتی مانن اـس پیشـ ــر اسـ ب

 بنـــدیکلاس جهــت در پیشــنـهادی الگــوریتم کارگیریهبـ ـ
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اـیر اـری سـ اـیبیمـ تـفاده هـ ــوی، اسـ اـیروش دیگــر از ری  هـ
بـه ــی  ارزش محاسـ تـفادهویژگ اـ و اسـ نـهادی روش از هـ  در پیشـ

 آنلاین انجام گیرد.  تشخیصی   هایسیستم
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