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Original article 

Abstract 

Introduction: Artificial intelligence (AI) has brought about transformative changes across 

multiple domains including classification, detection, and prediction through the implementation 

of sophisticated machine learning algorithms, with the ultimate objective of enhancing quality 

of life and service delivery. Conventional approaches that rely on manually engineered features 

encounter significant limitations when applied to complex tasks such as medical diagnosis, 

particularly in terms of suboptimal feature extraction capabilities and heightened sensitivity to 

noise interference. The emergence of deep neural networks, with their inherent capacity for 

automated feature extraction, has revolutionized contemporary data analysis methodologies. 

The current study leverages this technological advancement for the detection of lesions 

generated by High-Intensity Focused Ultrasound (HIFU), an innovative therapeutic technique 

developed for oncological treatment and hemorrhage management. The proposed methodology 

integrates both supervised and self-supervised learning paradigms to enhance detection 

accuracy by effectively utilizing both labeled and unlabeled clinical datasets. 

Method: A key challenge in traditional methods lies in optimal feature extraction and 

hyperparameter tuning. This research develops an innovative framework integrating supervised 

and contrastive self-supervised learning. The model processes both RF signals and B-mode 

images as inputs, simultaneously handling labeled and unlabeled data. Data augmentation 

techniques, including wavelet transforms and hard negative sampling were employed. Model 

optimization was achieved through advanced algorithms and fine-tuned hyperparameters to 

enhance performance in complex scenarios. This approach enabled concurrent analysis of 

multimodal data, improving diagnostic accuracy. 
Results: The proposed model demonstrated substantial improvements in HIFU-induced lesion 

classification performance. Quantitative evaluation metrics, including accuracy, precision, 

recall, and F1-score, consistently validated the model's efficacy in discriminating between 

healthy and pathological tissue regions. The multimodal integration of signal processing and 

image analysis components yielded remarkable enhancements in overall system performance. 

The incorporation of self-supervised learning algorithms coupled with wavelet transform 

techniques substantially augmented the model's feature extraction capabilities, resulting in 

superior diagnostic accuracy compared to conventional approaches. 

Conclusion: This investigation presents a robust and precise framework for HIFU lesion 

detection that effectively employs self-supervised learning methodologies. The developed 

system successfully extracts clinically relevant information from unlabeled datasets while 

achieving significant improvements in diagnostic reliability. By addressing critical challenges 

in medical imaging applications, particularly in non-invasive therapeutic interventions, this 

approach demonstrates considerable potential for enhancing clinical workflows. The proposed 

methodology establishes a foundational platform for the future development of advanced 

diagnostic tools in therapeutic ultrasound applications. 
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ناحیه   تشخیص  نظارت HIFU جراحتبهبود  یادگیری  طریق  و  از  خودنظارتی  شده 

 (HWCSSL) های منفی سختمتضاد با استخراج ویژگی مبتنی بر موجک و نمونه
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ی مقاله پژوهش  

بهره   ی مصنوع  هوش   مقدمه:  الگور   ی ریگبا  از جمله طبقه   یهاحوزه   ن،یماش  ی ریادگی   یهاتم یاز  و    ص یتشخ  ،یبندمختلف 

  ی های ژگیبر و  یمبتن  یسنت  ی ها. روش باشدی و خدمات م  یزندگ   تیفیک  ی ارتقا  آن  هدف  که  است   را متحول کرده  ینیبشیپ

 ها ی ژگیو  نهیدر استخراج به  یمواجه هستند، از جمله ناتوان  ییهات ی با محدود   یپزشک  صیمانند تشخ دهی چیپ  فیدر وظا   ،یدست

نو   تیو حساس پزیبه  توانا  قیعم  یعصب  یهاشبکه   شرفتی.  متحول کرده  داده   لیتحل  ها،ی ژگیاستخراج خودکار و  ییبا  را  ها 

  کند،ی (  استفاده مHIFUاز اولتراسوند متمرکز با شدت بالا )  ی جراحت ناش  صیتشخ   یبرا   تی قابل  ن یمطالعه از ا  نیاست. ا 

برا  یکیتکن خونر   یکه  کنترل  و  رواست  افتهیتوسعه    یز یدرمان سرطان  شده و  نظارت   یر یادگیبر    یمبتن  یشنهاد یپ  کردی. 

 . بخشد ی را بهبود م ص یدار و بدون برچسب، دقت تشخبرچسب  یهااست که با استفاده از داده  یخودنظارت

اصل  : روش کار به  ،یسنت   یهاروش   ی چالش  به  های ژگی و  نهیاستخراج  ا   ی ساز نهیو  در    ی پژوهش، روش  نیفراپارامترهاست. 

ترک با  خودنظارتنظارت   یر یادگی  بینوآورانه  ا   یشده،  شد.  داده  توسعه  س  نیمتضاد  از  تصاو  RF  یهاگنال یروش  -B  ری و 

mode   ورودبه م  یعنوان  داده   کند ی استفاده  وبرچسب   یهاو  به   دار  را  برچسب  مبدون  پردازش  همزمان  .  کندی صورت 

مدل با   یساز نهیسخت به کار گرفته شدند و به  یمنف  یهاموجک و نمونه  یهال یداده مانند تبد  ش یافزا  یهاکیتکن  ن،یهمچن

الگور از  تنظ  شرفتهیپ  یهاتم یاستفاده  شرا   قی دق  م یو  در  مدل  عملکرد  تا  شد  انجام  ا ی تقو  ده ی چیپ  ط یفراپارامترها  شود.    ن یت 

 کمک نمود.  یصیدقت تشخ  ش یچندگانه را فراهم کرد و به افزا یهازمان داده هم  لیامکان تحل کردیرو

شامل دقت، صحت،   یابیارز   یارها ینشان داد. مع  HIFUجراحت    یبند در طبقه  یتوجه بهبود قابل   یشنهاد یمدل پ  :هایافته 

به بهبود   ریو تصو  گنالیس  بی کردند. ترک دیی را تأ  دهیدب ی سالم و آس  یهابافت   نیب  ز ی مدل در تما یی، کاراF1  ازیو امت  یادآور ی

, را های ژگیمدل در استخراج و   ییموجک، توانا  یهال یو تبد  یخودنظارت  یر یادگیعملکرد مدل منجر شد. استفاده از    ریچشمگ

 داد.  شیرا افزا  ی صیکرد و دقت تشخ تیتقو

از    HIFUجراحت    صیتشخ  یبرا   ق یدق  یمطالعه چارچوب  نیا  :گیري نتیجه  استفاده  ارائه کرد که    یخودنظارت  یری ادگیبا 

داده  از  ارزشمند  اطلاعات  استخراج  دقت تشخ  یهاامکان  و  نمود  فراهم  را  برچسب  به   یصیبدون  قابل را  بهبود   یتوجهطور 

  ت ی را تقو  ینیبال  یکاربردها   ،یرتهاجمیغ  یهادر درمان   ژهیوبه   ،یپزشک  یربردار یتصو  یهاروش با غلبه بر چالش   نی. ا دی بخش

 عمل کند.  ندهیدر آ  ترشرفته یپ یص یتشخ یتوسعه ابزارها  یبرا یاه یعنوان پابه  تواندی که م کندی م

 یریادگیجراحت،  صیتشخ ،یخودنظارت یریادگی ق،یعم یعصب یهااولتراسوند متمرکز با شدت بالا، شبکه :هاواژه کلید 

 موجک لیمتضاد، تبد
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 زوار و همکاران                      HWCSSL  از طریق HIFU جراحتبهبود تشخیص ناحیه   

 

 مقدمه

شبکه مدل  بر  مبتنی  عصبی  های  و  (Deep Neural Networks)  عمیقهای  تشخیص  در  ویژه  به  پزشکی،  تصاویر  تحلیل  در 
بیماری موفقیتهشناسایی  به  دستا،  توجهی  قابل  جراحییافتههای  پزشکی،  زمینه  در  مانند  اند.  غیرتهاجمی  با های  متمرکز  اولتراسوند 

با استفاده از امواج متمرکز اولتراسوند برای درمان انواع تومورها و   ،HIFU(High Intensity Focused Ultrasound)یا   شدت بالا 

است. به   جراحتبندی دقیق ناحیه  ، طبقهHIFU  های درمان. یکی از چالشاست  مرسوم شده   های میانیب به بافت ها، بدون آسیبیماری
, 1]  اندمورد استفاده قرار گرفته HIFU برای پایش B-mode اویر اولتراسوندهایی مبتنی بر تحلیل سیگنال یا تصهمین دلیل، استراتژی

ناحیه    .[2 به  مربوط  اولتراسوند  تصاویر  و  به  جراحتسیگنال  بافتگونهباید  تا  شوند  تحلیل  هوشمندانه  جراحت از    سالمهای  ای   ناحیه 
, 3]ء  هایی تشخیص اشیایادگیری عمیق در زمینهکارایی  م طی فرآیند گرمایش جلوگیری شود.  های سالتفکیک شده و از آسیب به بافت

به دلیل  بنابراین    ؛دار نیاز داردهای برچسبشده و حجم زیادی از دادهاغلب به یادگیری نظارت  [8,  7]  بندیو تقسیم  [6,  5]  بندی، طبقه[4
, 9]اند های یادگیری جایگزین مانند یادگیری خودنظارتی توسعه یافتهها، روش های مربوط به محرمانگی داده های زیاد و محدودیتهزینه

تخاصم   یها شبکهو  متضاد    یریادگی.  [10 از  نمونه GAN (Generative Adversarial Network)یا    یمولد   یی هاروش ای 
  ن یاستفاده شوند. ا  یبعدسه  اءیاش  ا ی  ریتصاو  دیدر تول  و  بندیی یا بخشبنددر طبقه   هستند که  یو خودنظارت  شدهنظارتمهین  ،نظارت بدون

  ی ازها یرفع ن  یبرا   ییبالا   ییو کارا  یریپذانعطافاست که    نیماش  ی ریادگیگسترده    یها ییدهنده تواناها و کاربردها نشانتنوع در روش 
م ارائه  یادگیری  .[13-11]  دهدیمختلف  نوع  قادر میشبکه  ،این  را  تا ویژگیها  برچسبسازد  به  نیاز  بدون  را  پیچیده تصاویر  های های 

 صریح یاد بگیرند.  
شده عمیق، منجر به این  بر بودن آموزش نظارتها و زمان ها برای برخی دادهها، عدم وجود برچسب هایی از جمله تعداد کم نمونهچالش

دار و بدون برچسب را پردازش  های برچسبطور همزمان دادهپژوهش شد تا از روش یادگیری خودنظارتی بهره گرفته شود. این روش به
 .است  شده  آموختهشده و خودنظارتی  با ترکیب یادگیری نظارت  جراحتالگوهای نواحی  که    شودمی HIFU کرده و منجر به بهبود پایش

حال،   نیبا ا  .[16-14]  طور گسترده مورد بحث قرار گرفته استبه  یدر مقالات متعدد   یپزشک   ریدر پردازش تصاو  قیعم  یریادگی  کاربرد
 ی گذار به برچسب یگ بر کاهش وابست ، هاآن یگذار ها و برچسبداده   تیمحدود ژهیبه و یپزشک ریپردازش تصاوفرد بهمنحصر یها چالش

انواع مختلف تصاوداده  اشعه   ریتصاو  یبرا  یخودنظارت   یها روش   یمطالعات عمدتاً بر رو   .[19-17]  متمرکز بوده است  یپزشک  ریها در 
داشته اسکن   تیسی و آیآرام  کسیا به اولتراسوند  ریبه تصاو  یکم  دتعدا  و  [21,  20,  10]  اندتمرکز  پا  ویژه،  و  کنترل   HIFU ش یبه 

 جراحت  هیناح  صیتشخ  یبرا  خورش یپ  یشبکه عصب  ک یبه    یاولتراسوند به عنوان ورود   یهاگنالیبا استفاده از س  پژوهشی  .اندپرداخته
دو    کنندیم  یمعرف کوتاه مدتعصبی   شبکه  کی  یگریمطالعه  را   LSTM  (Memory Long Short Term)  یا   حافظه طولانی 

 . [24-22] کرده است شنهاد یاولتراسوند پ یها گنالیس قیاز طر HIFU از یناش یدما راتییتغ شیپا یبرا

پژوهش   نیا این  بررسی  اخ  کیبه    هامطالعه و  دارد:  اشاره  بر طبقهبه  یکم   قاتیتحق  راًیمشاهده مهم   یپزشک  ریتصاو  یبندطور خاص 
لذا در بخش روش کار به    .اندتمرکز داشته   و آن هم با هدف تشخیص و آشکارسازی،  یخودنظارت  قیعم  یهااولتراسوند با استفاده از شبکه 

داده بررسی  با  فاز استخراج طور کامل  نوآوری در  نظارتی،  آمده، سپس ساخت روش جدید خود  نمودار  قالب  پیشنهادی در  الگوریتم  ها، 
ارزیابی، روش خودنظارتی  ویژگی تشریح شده نتایج ضمن معرفی معیارهای  نوآورانه ی   SimCLR  ،MoCoاست. در بخش  و روش 

 اند.گرفتهبا پارامترها و فراپارمترهای مختلف در قالب جدول مورد مقایسه قرار HWCSSLتشریح شده با عنوان 

 

 کار  روش
از   ارزیابی روش خودنظارتی،  استفاده شد که طی درمانداده برای  رایرسون کانادا  دانشگاه  اولتراسوند  آزمایشگاه   HIFU in هایهای 

vitro   از   70است و هر فریم شامل    فریم ثبت شده  76که در مجموع    آوری شده بود روی بافت عضلانی خوک جمع خط و هر خط 
شده  4680 تشکیل  طبقه  .[25]   است  نمونه  برای  پیشنهادی  نواحی  روش  و   HIFU با  جراحتبندی  اولتراسوند  تصاویر  از  استفاده  با 

به ترتیب   که "DeepLesion" و  "های اولتراسوند پستانمجموعه داده "،  "ImageNet"  هایکن ارزیابی شد. مجموعه داده استیسی
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شوند و های مختلف بدن استفاده میها و بخشدر اندام  جراحتو تشخیص    پستان  هایجراحتصاویر عمومی، بررسی  بندی تبرای طبقه
 اند.شدهداده  آموزش شرکتیند پیشآدر فرو  های مختلف استگذاریهای متنوع و با برچسبهر یک شامل داده 

شود. در بسیاری از  منظور تسهیل درک برای انسان، به تصویر بازسازی مینهفته است که به   RF های اولتراسوند در سیگنالماهیت داده
داده  بر  اولتراسوند، تمقالات متمرکز  بر مطالعه سیگنالأهای  را دقیق  ؛است RF کید  بافت  این سیگنال ساختار آکوستیک  تر نشان زیرا 

باید توجه داشت که در فرآیند تبدیل سیگنال به تصویر، برخی از ویژگیمی با این حال،  های مهم و ناشناخته که برای تشخیص دهد. 
اپراتورهای مربوطه آسان یا  تر از تحلیل  دقیق ضروری هستند، ممکن است از دست بروند. از طرف دیگر، تحلیل تصویر برای پزشکان 

های مهم در سیگنال بازگشتی، چه قبل به دلیل وجود ویژگی RF های استخراج شده از سیگنالبنابراین استفاده از ویژگی  ،سیگنال است
بر اساس دانش به دست آمده از مجموعه   B-mode هایی از تصاویرشود. علاوه بر این، ویژگی، توصیه میHIFU  و چه بعد از درمان

های سیگنال و تصویر برای شناسایی بند از یک بردار ترکیبی از ویژگیشود. در نهایت، طبقههای بزرگ و بدون برچسب استخراج میداده 
دهد که روش پیشنهادی را به صورت کلی از دو مرحله )از بارگذاری داده و نموداری را نشان می  1  شکل کنداستفاده می   جراحتناحیه  
  .دهدبندی( توضیح میها و وظایف طبقهپردازش تا ساخت مدل، استخراج ویژگیپیش

 
         : ساختار کلی روش پیشنهادي1 شکل

        
بندی و لایه ادغام موجک است و فاز دوم )آبی رنگ( استخراج ویژگی و دسته ResNet آموزش با روش یادگیری خودنظارتی متضاد مبتنی برشبکهفاز اول ) نارنجی رنگ( مربوط به پیش  

 براساس مدل پیش آموزش دیده 

 اول: ساخت روش جدید خودنظارتی فاز
 کدگذار  (Data Augmentation)  افزاییدادههای مهمی از جمله بخش  الگوریتم خودنظارتی با توجه به کارایی خود دارای بخش   هر 
(Encoder )  ،غیرخطی فرافکنی  شباهت(Nonlinear Projection Head)  بخش  معیار   ،  (similarity measure  ) ضرر تابع    و 
(Loss Function)  این اصلاحات با هدف افزایش کارایی   شود وها را شامل میاین بخش  که نوآوری این پژوهش، تغییرات عمده همه

مجموعه داده بزرگ بدون برچسب   هر سه  عبورشماتیکی از    2شکل    :باشنداند که به شرح زیر میانجام شده  جراحت در تشخیص نواحی  
 :استشده به شرح زیر اصلاحمعماری ساختار دهد. نشان می ResNet50 خودناظر متضاد را از طریق ساختار دادهذکر شده 

به  Deep Lesion برای مجموعه داده خصوصاً ها است که سازی دادهشامل تغییر اندازه تصاویر و نرمال : پردازش تصویرپیش •
 .های مختلف تصاویر، بسیار حیاتی استدلیل اندازه

 ( )به عنوان درصدی از مجموعه داده کامل (Batch size) تعیین اندازه دسته •

 . (Anchor) )لنگر(برای دسته تصویر مرجع( 2 طبق جدول)تصادفی  افزاییروش داده انتخاب دو •

 :شودانتخاب و با دیگر تصاویر مقایسه می ، جایی که یک تصویر به عنوان مرجعResNet وارد کردن تصاویر به •

o شوندردازش میپ 7در  7 بعدی دو کانولوشنفیلتر   64 در ابتدا، تصاویر از طریق. 

o  ادغام موجکلایه ها از داده (Wavelet pooling ) کنندعبور می . 

o   شامل که  باقیمانده  بلوک  سه  از  اندازه  64عبور  با  و  3در    3،  1در  1های  بلوک  . هستند 1  در  1، 

با  لایه ی ادغام Resnetساخت •
موجک

آموزش شبکه•

رر بهینه سازی شبکه با تابع ض•
پیش پردازش داده های متضاد

با ) بدون برچسب
استفاده از یادگیری 

(خودنظارتی

و استخراج ویژگی 1Dساخت شبکه عمیق •
های سیگنال

و استخراج ویژگی 2Dساخت شبکه عمیق •
استفاده از معماری  ) b-modeهای 

)خودنظارتی پیش آموزش دیده

ترکیب ویژگی های سیگنال و تصویر•

اده پیش پردازش و استخراج د
ی بنداستفاده از  دسته•های اولتراسوند برچسب دار

برای MLPکننده ی 
آموزش و تست 

آموزش و تست مدل

دقت•

بازخوانی•

•F-score

ارزیابی عملکرد
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o کنندعبور می  لایه ادغام موجکها از یک مرحله دیگر های کانولوشن باقیمانده، دادههای عادی و بلوکپس از بلوک . 

 . به دست آمده از این ساختار را به مجموعه داده دیگری انتقال داد دانشتوان ، میاز ساخت معماری  سپدر نهایت 
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h1=f(x1
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z1=g(h1) 
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+ 

 

 
h2=f(x2

+) 

 

    

z2=g(h2)         
 

   ResNetاصلاح شده معماري  -هاي بدون برچسب توسط ساختار پیشنهادي خودنظارتی: پیش آموزش داده2 شکل

 تبدیل موجک ❖
به آرایهتصاویر  لبهعنوان  از  ترکیبی  دوبعدی،  با شدتهای  همگن  نواحی  و  هستندها  متفاوت  چندرزولوشنی   موجک .  های  تحلیل  برای 

می ویژگیاستفاده  نمایش  امکان  که  مقیاس شود،  در  میها  فراهم  را  مختلف  میهای  کمک  و  یک کند  در  که  جزئیات  برخی  تا  کند 
باند فرکانس پایین و فرکانس بالا تقسیم  شوند، در رزولوشن دیگر ظاهر شوند. تصویر برای استخراج ویژگی به دو زیر رزولوشن دیده نمی

کند که یکی نمایانگر تقریب )فرکانس پایین( و سه تای دیگر شامل جزئیات باند تولید می چهار زیر   گسسته  موجکتبدیل  شود. تحلیل  می
 .[26] توابع موجک کاربردهای متنوعی مانند استخراج ویژگی و حذف نویز دارند فرکانس بالا )افقی، عمودی، و مورب( هستند.

این    بهپژوهشدر  از موجک  استفاده  برای لایه  ،  داده ResNet در معماری کدگذار ادغامعنوان جایگزینی  برای  بررسی شده و  افزایی 
معمولًا برای کاهش ابعاد تصویر  ادغام کننده در یادگیری عمیق نقش مهمی در بهبود نمایش و عملکرد دارد. لایه  است. ساختار استخراج

ممکن است  (Avg pooling)  میانگین  ادغام   و (Max pooling)   بیشینه   ادغام  هایشود، اما روش برازش استفاده میو مدیریت بیش 
شود تا باعث از دست رفتن اطلاعات مهم شوند. برای کاهش این مشکل، از تبدیل موجک برای کاهش ابعاد بردار ویژگی استفاده می

. گرددمیطور تصادفی یکی انتخاب شود و در طول آموزش بهاز ترکیبی از توابع مادر ویولت استفاده می  لذا؛  از دست برود اطلاعاتحداقل 
نشان  جراحتنتایج این تحلیل را روی تصویر  3شکل  .یابدپس از انتخاب یک تابع مادر ویولت خاص، فرآیند به دو سطح تجزیه ادامه می

 . دهدمی

 

 
 ر ی تصو  کی يسه تابع موجک رو يموجک برا بی: ضرا3شکل 

RESNET50 
MLP 

RESNET50 
MLP 

cont loss
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   336-347ص  ، 1403 سال چهارم، شماره   یازدهم، دوره    پزشکی  زیست و سلامت نفورماتیکا مجله        

 

 

doi:  10.34172/jhbmi.2025.05 

 مرکز تحقیقات انفورماتیک پزشکی، دانشگاه علوم پزشکی کرمان 

 

 افزاییداده ❖

افزایی مانند برش تصویر، تغییر شدت نور، تغییر رنگ، یا تنظیم تصادفی به  معمول داده های  های پزشکی، روش در مجموعه داده   
محدودیت دلیل  به  است  ممکن  خاکستری  نباشندطیف  اجرا  قابل  داده  مجموعه  سفارشی  ؛های  شامل  نوآورانه  رویکردی  سازی  بنابراین 

مناسبداده  و  تصادفی  انتخاب  با  که  است  روش افزایی  میترین  انجام  داده  مجموعه  هر  برای  به  ؛شودها  ازبنابراین  استفاده  تاری   جای 
 و ضرایب موجک بهره جست.چرخش تصویر ،سازیوارونه ،جایی عمودی و افقی تصویرهتکنیک جابتوان از می برش تصادفی گوسی،
 تابع ضرر  ❖

تابع   تحلیل  یادگیری    ضرردر  روش  استمتضاددر  شباهت  سطوح  تقریب  اصلی  هدف  شباهت  NCEتابع  .  ،  برآورد  به  برای  اغلب 
مدل ورودی مانند  گسترده  استهای  مفید  بسیار  زبان  دسته،    .سازی  اندازه  افزایش  می InfoNCE به   NCEبا    تابع  شود،تبدیل 

InfoNCE   های مختلفی از این تابع مانندبرای حفظ اطلاعات متقابل بین تصاویر کاربرد دارد. نسخه NT-Xent و MoCo  برای
می کار  به  تصاویر  تفاوت  و  شباهت  میتقویت  استفاده  محاسبه  برای  کسینوسی  شباهت  از  و  شده   .کنندروند  تلاش  پژوهش،  این  در 

امتیازات شباهت تصحیح شوند. روش تصاویری که در فضای پنهان به اشتباه از نقطه اصلی دور شده  با  های سنتی معمولًا از توزیع اند 
با یک درجه آزادی( در نظر  t کنند، اما در این روش، تابع شباهت مبتنی بر توزیع کای )توزیعگوسی برای ارزیابی شباهت استفاده می

ها برای افزودن به  برانگیز است؛ اما شناسایی آن های بدون برچسب، چالشویژه در روش های کاذب، بهگرفته شده است. تشخیص منفی
ای از پارامتر آستانه مورد بررسی رای رفع این موضوع، یک استراتژی شامل محدودهب  .های دشوار، اهمیت داردعنوان منفی داده به مجموعه

زمانی که درجه شباهت در این محدوده قرار گیرد، شباهت با دورترین داده نسبت به نقطه  (  1)الگوریتم پیشنهادی در جدول  .  گرفتقرار  
)د مقایسه اده منفی( محاسبه میمرجع  نقطه مرجع و  -این دو درجه شباهت  شود.  با  داده منفییکی  با  داده  تعیین می   -دیگری  کند که 

شود؛ برعکس، اگر امتیاز عدم شباهت از شباهت بیشتر باشد، مثبت است یا منفی. اگر شباهت به نقطه مرجع بیشتر باشد، داده جذب می
نقطه مرجع دور می از  برای هد فرافکنی غیر خطی    شودداده  پیشنهادی  الگوریتم  پرسپترون چندلایهدر روند  ) MLP  یا  از یک شبکه 

Multi-Layer Perceptron)  تابع   .است  استفاده شده  ای پیش از لایه اولیهسازی دستههمراه یک لایه نرمال با دو لایه مخفی، به
دهنده عدم شباهت )عمود بودن( نشان  0شود. امتیاز  شباهت کسینوسی برای تعیین درجه شباهت بر اساس زاویه بین دو بردار استفاده می 

 .شوندشان، به سمت نقطه مرجع جذب میهای مثبت، پس از تعیین شباهتداده  .دهنده شباهت استنشان  1است، در حالی که امتیاز  
)این   شود.  روزرسانی میارزیابی شده و به (minNeg) هرگاه داده منفی شناسایی شود، مقدار شباهت آن با مقدار حداقل شباهت فعلی

که معمولًا بین  (  , T1  T2)  اگر مقدار شباهت داده در محدوده آستانه  د.(دارمقدار همواره دورترین داده منفی از نقطه مرجع را نگه می
با استفاده از درجه شباهت به نقطه مرجع و دورترین داده منفی،   .شودارزیابی می  minNeg است، قرار گیرد، شباهت داده با  6/0تا    4/0

 . تر شود یا از آن دورتر گرددشود که داده جدید به نقطه مرجع نزدیکگیری میتصمیم
 

 هاي سخت اصلاح تابع کسینوسی با در نظر گرفتن منفی -: الگوریتم پیشنهادي براي تابع ضرر متضاد1جدول 
 
 
 
 
 
 
 
 
 
 
 

Input: Threshold T1,  T2*TP= True Positive* minNeg=0.4 

for all 𝑖 ∈ {1, … ,2𝑁} 

anchor= 𝑧𝑖 

for all 𝑗 ∈ {1, … ,2𝑁}𝑑𝑜 

     𝑠𝑖𝑚𝑖𝑗 = 𝑧𝑖 . 𝑧𝑗/‖𝑧𝑖‖‖𝑧𝑗‖     //cosine similarity 

if 𝑠𝑖𝑚𝑖𝑗 > 𝑇2 

j is TP and attract to i 

else if 𝑠𝑖𝑚𝑖𝑗 < 𝑇1 

j is TN and repel i 

if  𝑠𝑖𝑚𝑖𝑗<minNeg 

 𝑧𝑚𝑖𝑛𝑁𝑒𝑔 =  𝑧𝑗  

minNeg=𝑠𝑖𝑚𝑖𝑗 

if  𝑇1 < 𝑠𝑖𝑚𝑖𝑗 < 𝑇2 

j is FN 

 𝑠𝑖𝑚𝑚𝑖𝑛𝑁𝑒𝑔,𝑗 = 𝑧𝑚𝑖𝑛𝑁𝑒𝑔𝑧𝑗/‖𝑧𝑚𝑖𝑛𝑁𝑒𝑔‖‖𝑧𝑗‖ 

if  𝑠𝑖𝑚𝑚𝑖𝑛𝑁𝑒𝑔,𝑗 >   𝑠𝑖𝑚𝑖𝑗 

j is TN and repel anchor 

else 
j is TP   and attract to anchor 
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 دوم: استخراج ویژگی فاز

 است.  در ادامه تشریح شده پژوهشدر طول فرآیند استخراج ویژگی از هر دو نوع سیگنال و تصویر، رویکرد 

 استخراج ویژگی از سیگنال  ✓

همان واقع،  شکل  در  در  که  یک  4طور  اولتراسوند  سیگنال  است،  شده  داده  یکنشان  کانولوشن  فرآیند  یک  از  عبوربعدی   بعدی 
است. جزئیات    4/0با نرخ   دورریز لایه  2و   ادغام لایه   ReLU  ،2  سازیتابع فعال  4لایه کانولوشن،    4کند. این معماری شامل  می

 ت. آمده اس 4شکل  دقیق این معماری در

 استخراج ویژگی از تصویر  ✓

ویژگی مرحله،  این  آمده در  دست  به  سیگنال  تبدیل  از  که  اولتراسوند  تصاویر  میهای  استخراج  دانش اند،  بازنمایی  از  استفاده  )با  شود 
پیشنهادی دیده  معماری  آموزش  بزرگ  داده  مجموعه  سه  اساس  بر  که  بهخودنظارتی  از  هدف  این  اند(.  یک معماریکارگیری  ایجاد   ،

همه و  پایدار  انعطافچارچوب  همچنین  ساختار  این  است.  داده منظوره  مختلف  انواع  مدیریت  برای  لازم  جمله پذیری  از  ورودی،  های 
می فراهم  را  تصویر،  و  ورودیسیگنال  که  شرایطی  در  این،  بر  علاوه  بسیار  کند.  ویژگی  استخراج  برای  هستند،  محدود  تصویری  های 

 آزمایشآموزش و    برای   MLPسیگنال و تصویر  به یکهای  ترکیب ویژگیهای تصویر،   کند. پس از استخراج ویژگیعمل میکارآمد  
 شود. داده می
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 : فراپارامترها براي آموزش یادگیري خودنظارتی 2جدول 

 مقدار فراپارامترها
 300-100 تعداد اپوک 

های بهینه  الگوریتم
 سازی

RMSprop RMSprop without lr 

RMSprop with lr=2e-5 

Adam Adam with lr=0.0001 
Adam with lr=2e-5 or 0.00002 

Adam with lr=0.001 

LARS LARS without lr 
LARS with lr=0.01 

 infoNCE تابع ضرر

NT_Xent 
HWCSSL 

هر مجموعه داده متفاوت است برای  اندازه بچ  

0/ 01-00001/0 نرخ یادگیری   

01/0 پارامتر دما   

 

 

 نتایج
به   پیشنهادی  داده روش  تحلیل  برای  بهینه دقت  اولتراسوند  به های  است.  داده سازی شده  پردازش  در  از ویژه،  اولتراسوند،  تصویری  های 

. این اصلاحات است  گردیدهای در ساختار یادگیری عمیق خودنظارتی متضاد معرفی  های ویژههای متعارف فاصله گرفته و تطبیقالگوریتم
اند. های سنتی افزایش دادهتوجهی نسبت به روش اند، دقت را به طور قابلتنظیم شده B-mode طور خاص برای تصاویر پزشکیکه به

طبقه عملکرد  بهبود  داده برای  مجموعه  از  ضروری  دانش  ابتدا  بزرگ بندی،  بازنمایی شداستخراج   های  اساس  بر  که  شبکه  سپس   .
جزئیات   .های تصویری اولتراسوند قرار گرفتهای دقیق با استفاده از مجموعه داده خودنظارتی طراحی شده بود، تحت آموزش و آزمایش

 .اندشده داده نشان 2 ولطور دقیق مستند شده و در جدپیشنهادی به مربوط به روش ی پارامترهافراکامل تمامی 

 معیارهاي ارزیابی -

شده و ارزیابی جایگاه  متنوعی است که با هدف بررسی کارایی تکنیک تازه معرفیهای  معیارهای مورد استفاده برای ارزیابی شامل شاخص
با روش  ارزیابی روش پیشنهادی شامل چندین معیار کلیدی از جمله دقتهای پیشرفته انجام میآن در مقایسه  ، (Accuracy)  شود. 

مثبت یادآوری(Precision)  یا صحت  دقت   ،  (Recall) امتیاز طبقهمی F1 و  صحت  کلی  میزان  دقت،  اندازهبندیشود.  را  گیری ها 
دهد. یادآوری، نسبت شده را نشان میبینیشده در میان تمام موارد مثبت پیش کند. دقت مثبت، نسبت موارد مثبت صحیح شناساییمی

مثبت صحیح شناسایی بیان میموارد  را  واقعی  مثبت  موارد  تمامی  میان  در  و   F1 امتیاز  کند.شده  متوازن دقت  میانگین هارمونیک  نیز 
یند یادگیری مدل و عملکرد نهایی  آتوجهی بر فرتواند تأثیر قابل می  3  ی ذکرشده در جدولپارامترها  فراتنظیم    .دهدیادآوری را نشان می

باشد داشته  اندازه  .آن  به  توجه  مجموعهبا  سه  در  اشیاء  متغیر  به های  دسته  اندازه  متفاوت،  بزرگ  میداده  تفاوت  هر  تناسب  به  کند. 
برای  Adam و LARS های مربوطه هماهنگ است. انتخاب بینعلیههای دسته خاصی اختصاص یافته که با مقسومداده اندازه مجموعه

محاسباتی موجود های مجموعه داده و منابع  یادگیری خودنظارتی به عوامل مختلفی از جمله وظیفه خاص، معماری شبکه عصبی، ویژگی
به وضوح دیده در همگرایی سریع  Adam و در مقابل، قدرت کردتر بهتر عمل های بزرگبا دسته  LARS هاطبق آزمایش بستگی دارد.

انتخاب بهینه مستلزم آزمایش و تنظیم دقیقشد نیازهای خاص وظیفه یادگیری خودنظارتی و (  Fine tuning)   . در نهایت،  با  مطابق 
های دسته متغیر در اندازه  و از  شد  انجام  256*256  تصاویر به رزولوشن  سازینرمالآموزش،  در مراحل پیش  .ی استطراحی شبکه عصب

آموزش با  های پس از پیشها با وزنگونه مقداردهی اولیه تصادفی انجام نشده و تمام شبکه ، هیچ3. در جدول  برئه شدبهره    آموزش پیش
داده  آموزش کرده مجموعه  به  بزرگ شروع  بهترین  های  نتایج  این ترتیب،  به  پیشنهادی گزارش شده  فرااند.  پارامترها و تنظیمات شبکه 

   .ارزیابی شده است MoCo و SimCLR است. علاوه بر این، روش پیشنهادی در مقایسه با
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 به همراه مجموعه داده هدف  آموزششپی جهت  داده متناسب با هر مجموعه يانتخاب فراپارامترها یتجرب جی: نتا3جدول 

 ي شنهاد ی پ يمعمار  ییکارا  سهیو مقا

   ی هدف آموزش + مجموعه دادهپیش مجموعه داده

+Deep Lesion(CT image) Breast Ultrasound Dataset+ ImageNet+   

  اندازه دسته  200 78 96

 فراپارامترها
 

LARS LARS Adams سازیالگوریتم بهینه  
0006 /0  005/0  نرخ یادگیری  0001/ 0 

5/86  3/85  5/81  SimCLR  )%(دقت  

 

معیارهاي  

 سنجش 

 

4/84  80 83 MoCo 

1/86  95 85 HWCSSL 

85 90 84 SimCLR )%(صحت 

3/83  5/89  7/82  MoCo 

89 94 87 HWCSSL 

7/89  5/91  89 SimCLR  )%(یادآوری 
91 92 91 MoCo 

4/93  96 94 HWCSSL 

90 93 88 SimCLR )%(F1-score 

6/90  64/92  8/87  MoCo 

33/94  95 7/91  HWCSSL 

 
 

برای طبقه پیشنهادی  نواحی  روش  امتیاز %  96  یادآوری،  %94  ، دقت مثبت%95  به دقت HIFU با  جراحتبندی  با   F1 و   %95برابر 
 .دهندنشان می HIFU با جراحتبندی نواحی دست یافت. این نتایج اثربخشی روش پیشنهادی را برای طبقه

با استفاده از مجموعه ، یک تحلیل مقایسهالف  5  در شکل  نتیجه آشکار، عملکرد  دادهای میان سه روش  های مختلف انجام شده است. 
اولتراسوند است که شباهت بیشتری به داده برتر روش پیشنهادی به  با مجموعه داده  ، نمودار ب  5در شکل    .دارد  این مطالعههای  ویژه 

  Moco  [27]،SimCLR  هایشده تعامل پیچیده میان معیارهای متنوع در سه مجموعه داده مختلف را در مقایسه با روش سطحی ارائه
پیشنهادی    [28] مطال و روش  به به تصویر می  (HWCSSL)ه  عاین  این تجسم  را کشد.  این معیارها  بین  رابطه چندبعدی  مؤثری  طور 

با مجموعه داده ارائه مینشان داده و نمایشی عمیق از نحوه تعامل هر روش  های ظریف در دهد. از طریق این تحلیل جامع، تفاوتها 
و روش نوآورانه ما در بستر     Moco  ،SimCLR  ایشوند و دیدگاهی کلی و ضروری برای درک اثربخشی مقایسهعملکرد روشن می
 .شودها فراهم میاین مجموعه داده 
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 )ب(  )الف( 

 هاي عظیم مختلف. ب( نمودار سطحها با روش پیشنهادي.الف( مقایسه تجمعی کارایی سه روش بر روي مجموعه دادهنموداري روش  : مقایسه5شکل 

 

 گیري بحث و نتیجه

مبتنی بر شبکه عصبی عمیق خودنظارتی، رویکردی امیدبخش برای بهبود   HIFU با  جراحتبندی نواحی  روش پیشنهادی برای طبقه
 های پزشکی، از جمله درمانتواند دقت و کارایی روش های یادگیری عمیق میاست. استفاده از الگوریتم HIFU دقت و کارایی درمان

HIFUداده بزرگدهد. به طور خلاصه، این روش پیشنهادی در مجموعه  ء، را ارتقا Breast Ultrasound نتایج برتری را نشان داد .
یافته  ارائهبر اساس  یادگیری خودنظارتی عملکرد بهتری نشان می های  با مجموعه دهد هنگامی که مجموعه شده، روش  داده  داده بزرگ 

ها به آن اندازه  دادهاصلی همخوانی بیشتری داشته باشد. با این حال، برخلاف یادگیری انتقالی، حساسیت این روش به شباهت مجموعه
صورت های سیگنال بهجا، ویژگی پردازد. در اینشده و خودنظارتی میزمان یادگیری نظارته همچنین به کاربرد همعالطزیاد نیست. این م

شوند. این رویکرد نوآورانه  های تصویری نیز استخراج میصورت موازی ویژگیاستخراج شده و به  توسط یادگیری عمیق با نظارتخودکار  
های موجود پیشی گرفته است. روش پیشنهادی در مقایسه با را بهبود داده و از روش   جراحتگیری تمایز بین نواحی سالم و  به طور چشم 

 : دهدهای متعددی ارائه میهای عمیق متعارف نوآوریشبکه

 های سیگنال و تصویرشده و خودنظارتی برای دادههای نظارتترکیب روش  •

 های پیشرفته افزایش داده شامل انتقال، چرخش و تغییرات مبتنی بر موجک استفاده از تکنیک •

این    .گیردهای منفی دشوار را در نظر میمبتنی بر موجک و یک تابع خطای متضاد جدید که نمونه ادغام  لایه کدگذار دارای  •
دهد. استفاده از شبکه ای ارائه میمزایای چندگانه HIFU در  جراحتبندی نواحی  های سنتی طبقهروش در مقایسه با روش 

بندی  یند طبقه آبندی را بهبود بخشیده و فرهای سیگنال و تصویر اولتراسوند، دقت طبقه عصبی عمیق خودنظارتی با کمک داده 
 .کندرا بهینه می 

 پیشنهادات براي کارهاي آینده

 .توسعه راهکارهایی برای مدیریت کمبود داده در تصویربرداری پزشکی : های کوچکدادههای مربوط به مجموعه چالش •

   RF های اولتراسوندهای خودنظارتی برای سیگنالبهبود تکنیک   :پیشرفت در یادگیری خودنظارتی •

 در محل HIFU تمرکز بر اجرای روش برای پایش : استقرار بلادرنگ •

اعتبارسنجی روش در سناریوها و شرایط بالینی مختلف  :های متنوعدادهاعتبارسنجی در مجموعه •
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 های بالینی بهتر در محیطارتقای قابلیت تفسیر مدل برای درک  :افزایش قابلیت تفسیر •

 .گسترده برای ارزیابی کارایی و ایمنی در استفاده بالینی هایانجام آزمایش : بالینی و اعتبارسنجی یهاشیآزما •

 

 و قدردانی تشکر
تشننکر   هنناجهت اجرای روش پیشنننهادی روی آنها  برای ارائه داده  مشهدفرد در دانشگاه علوم پزشکی  قاسمی  هادی  نویسندگان از دکتر

 .کنندمی

 

 منافع  تعارض

 .گونه منافع متضادی وجود ندارددارند که هیچنویسندگان اعلام می 

 

 مالی حمایت

داده بزرگ نمونه داده اصلی در آزمایشگاه دانشگاه رایسون، کانادا ثبت شده و مجموعه  .برای این پژوهش هیچ منبع مالی وجود ندارد 
 . در دسترس است  Kaggle سایتوبدیگری نیز استفاده شده که در 

 

 کد اخلاق
 باشد. یکرمان م یاخلاق دانشگاه علوم پزشک تهیاز کم  IR.KMU.REC.1404.114کد اخلاق   یپژوهش دارا نیا

 

 نویسندگان  مشارکت
بوده و از مشارکت خود آگاه  اند در تهیه مقاله متعهد  همه افرادی که در اینجا فهرست شده  حمید طباطبایی  ،ینه زوار، حمیدرضا غفاریتم

نویس مقاله را با حمایت نویسندگان دوم و سوم نوشته است. سازی کرده و پیشها را انجام داده، کد را پیادهبودند. نویسنده اول آزمایش 
ایده را تأیید کرده و اصلاحاتی را در مقاله انجام داده نویسنده مسئول    ه دوم،نویسنداند. همچنین  نویسندگان دوم و سوم نظارت کرده، 

 . هستند مکاتبات
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