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Abstract  

Introduction: Rapid and accurate diagnosis of brain tumors significantly improves treatment 

planning and survival  rates. However, the manual review of multi-modal magnetic resonance 

images is often slow and prone to errors due to lesion heterogeneity, similarity to healthy tissue, 

and large data volumes. This study presents an automated framework that incorporates a 

lightweight feed-forward neural network with an intrinsic attention mechanism and 

quantum-behaved particle swarm optimization (QPSO). The aim of this study is to improve the 

speed and accuracy of tumor identification while maintaining interpretability in clinical 

environments with limited resources. 

Method: Multimodal MRI images (T1, T1ce, T2, and FLAIR) were sourced from reputable 

databases, including the Brain Tumor Segmentation Challenge (BraTS) and The Cancer Imaging 

Archive (TCIA). The images underwent preprocessing, which included intensity normalization 

(Z-score), noise reduction using Gaussian and median filters, and correction of intensity 

inhomogeneity. Statistical, textural, and frequency-based features were extracted and reduced to 

300 principal components using Principal Component Analysis (PCA). Feature weighting was 

performed using a document relevance-inspired method. The proposed model, a five-layer 

feedforward neural network (FNN) with a ReLU activation function and an internal attention 

mechanism, was optimized using QPSO. Heatmaps were generated to enhance result 

interpretability. 

Results: The proposed model achieved an accuracy of 99.6 %, sensitivity of 99.4 %, and 

specificity of 99.7 %, outperforming reference convolutional networks (97.1 %) and U‑Net 

architectures (96.2 %). The mean prediction time per image was less than 0.5 seconds, facilitating 

real‑time clinical use. Heatmaps produced by the attention layer, effectively highlighted abnormal 

regions and enhanced interpretability. These metrics were consistently replicated across multiple 

random splits, and qualitative evaluations by imaging specialists confirmed the absence of 

specificity loss and the clinical relevance of the findings. 

Conclusion: A feedforward network equipped with intrinsic attention and optimized with QPSO 

demonstrated near‑perfect accuracy and sub‑second inference for brain tumor diagnosis on 

multi‑modal MRI. Its high performance on standard GPUs, combined with the generation of 

intuitive heatmaps, positions this framework as a practical decision‑support tool, particularly in 

centers lacking advanced infrastructure. Future evaluations will focus on multi‑center data and 

deployment on edge devices to strengthen clinical adoption and regulatory compliance. 

Keywords: Brain Tumor Detection, Feedforward Neural Network, Attention Mechanism, 

Medical Image Segmentation 
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 خور شیپ یبا استفاده از شبکه عصب یپزشک  ری در تصاو ی مغز یتومورها لیو تحل   صی تشخ

 ی کوانتوم  یالهام گرفته از رفتارها یهاتمیبا الگور شدهنهی به
  3کار برزه قهی صد ،2شی رحمان ستا انی ، شا*1یکاشان یمصطف

 ران ی، ارجانی، س رجانیس یدانشکده علوم پزشک  اطلاعات سلامت، یگروه فناور ار، یاستاد وتر، ینرم افزار کامپ یدکترا .1

 ران ی باهنر کرمان،کرمان، ا د یشه دانشگاه وتر، یکامپ یمهندس یکارشناس ی دانشجو. 2

 ران ی ا رجان،ی س رجان،یس  یدانشکده علوم پزشک ،یگروه پزشک ار،یاستاد،  سم یو متابول  زیفوق تخصص غدد درون ر . 3

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 مقدمه
 
 
 
 
 

 چکیده  

  ی اما بررس   دهد،ی بهبود م  یریطور چشمگدرمان و بقا را به   یزیبرنامه ر  ،یتومور مغز  قیو دق  ع یسر  صیتشخ    مقدمه: 

ها کند و  داده   یشباهت به بافت سالم و حجم بالا  عه،یضا  یناهمگن  لیدلبه  یچندوجه  یسمغناطی دیتشد  ریتصاو   یدست

ا  ریخطاپذ عصب  کی پژوهش    نیاست.  شبکه  از  متشکل  خودکار  مکان  خورش ی پ  یچارچوب  با  و    درونی توجه  زم یسبک 

ذرات  یسازنهیبه مQPSO) کوانتومی ازدحام  ارائه  افزاکندی(  هدف،  شناسا  شی.  دقت  و  حفظ    ییسرعت  و  تومور 

 .منابع است تیمحدود ی دارا یدرمان یهاط یدر مح یریرپذیتفس

  ی تومور مغز  یبند( از منابع معتبر مانند چالش قطعه FLAIRو    T1  ،T1ce  ،T2)   یچندوجه  MRI  ریتصاو   : روش کار

(BraTSو آرش )یربرداریتصو  وی  ( سرطانThe Cancer Imaging Archiveگردآور )ی سازبا نرمال   ریشدند. تصاو   ی  

و   یبافت  ،یآمار  یهایژگی. و شدند  پردازشش یشدت پ  ی( و اصلاح ناهمگنانهیو م  ی)گوس  زیحذف نو  یلترهایشدت، ف

تحل  یفرکانس با  و  به  PCA)  یاصل  یها مؤلفه   ل یاستخراج  کاهش    300(  وزن افتندیمؤلفه  روش  هایژگیو   یده.   ی با 

  ی توجه درون  زمیپنهان و مکان  هیبا پنج لا  خور ش یپ  یاسناد انجام شد. مدل شامل شبکه عصب  یسنجتیگرفته از اهمالهام

 .شدند دیتول جینتا ریتفس یبرا یحرارت  یهانه شد. نقشهیبه QPSOبود که با 

مرجع   یکانولوشن یهاو شبکه افتیدست  99%/7 یژگیو و % 4/99 تی، حساس99%/6به دقت  یشنهادیمدل پ : هایافته

بود    هثانی 5/0کمتر از    ریهر تصو  ینیبش ی زمان پ  نی انگیرا پشت سر گذاشت. مU‑Net   (2/%96  )  یهای و معمار(  %97/1)

را با تمرکز    یعیرطبیغ  یتوجه، نواح  هیحاصل از لا  یحرارت  یها. نقشهکندیم  ریپذرا امکان   یدر زمان واقع  ینیکه استفاده بال

تکرار شدند و    دار یمکرر پا  ی تصادف  یهایبندم یها در تقسشاخص   نی کرد. ا  تیرا تقو   یریرپذیبرجسته نمود و تفس  قیدق

 . کرد دییرا تأ هاافته ی ینیو ارتباط بال یژگیعدم کاهش و  ،یربرداریمتخصصان تصو یفیک یابیارز

  ی به کامل و استنباط  کینزد  یتوانست دقت  QPSOبا    شدهنهیو به  درونی مجهز به توجه  خورش ی شبکه پ  : گیرينتیجه 

استاندارد همراه با    ی هاGPU  یفراهم آورد. عملکرد بالا رو   یچندوجه MRI  یرو   ی تومور مغز  ص یتشخ  ی برا  هثانی ریز

  رساخت یدر مراکز فاقد ز  ژهیو به   ،یعمل  یریگم یتصم  بانیچارچوب را به ابزار پشت  نیا  ،یشهود  یحرارت  یهانقشه  دیتول

  رش یلبه تمرکز خواهد داشت تا پذ  یهاو استقرار در دستگاه   یچندمرکز  یهابر داده   ندهیآ  یابی. ارزکندیبدل م  شرفته،یپ

 .شود تیتقو یو الزامات مقررات ینیبال

 یپزشک ریتصو یبندقطعه ،توجه سمیمکان ،خورش یپ یشبکه عصب ،یتومور مغز صیتشخ : هاواژه کلید 
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 کاشانی و همکاران                                                                            یکوانتوم  یبا شبکه عصب يتومور مغز  صیتشخ   

 مقدمه
 قی موقع و دقبه  صی که تشخ  روندیبه شمار م  یمرکز  یعصب  ستمی اختلالات س  نیترو پرمخاطره  نیتر دهیچیازجمله پ  یمغز  یتومورها

موجود،   یربرداریتصو  یابزارها  انی[. در م 1دارد ]  مارانینرخ بقاء ب  شیو افزا  یدرمان، کاهش عوارض جانب  تیدر موفق  ییبسزا  ریها تأثآن
به Magnetic Resonance Imaging)  یسیمغناط  دیدتش  یربرداریتصو طلا(  استاندارد  غ  ییعنوان  برا  نیتریرتهاجمیو   ی روش 

پا  ییشناسا م  یمغز   یتومورها  شیو  قرار  استفاده  باا2]  رد یگیمورد  عظحالن ی[.  حجم  تنوع MRIتوسط    دشدهیتول  یهاداده   می،   ،
متخصصان   یرا برا  ریتصاو  نیا  لیو تحل   ریتفس  ندیرآمغز، ف  یع یطب  یبا ساختارها   عاتی ضا  یبرخ  یتومورها و شباهت ظاهر  یکیمورفولوژ

 [.  3] سازدیم یانسان یو مستعد خطاها ریگدشوار، وقت یولوژیراد

(، Deep Learning)  قیعم  یریادگیدر قالب    ژهیو( بهArtificial Intelligence)  یهوش مصنوع  یهاتوسعه روش   ر،یدهه اخ  در
  یی هایمعمار  ان،یم  نی[. در ا4فراهم آورده است ]  یدر حوزه پزشک  قی خودکار و دق  صیتشخ  یهاسامانه  یطراح  یرا برا  ینینو  یها فرصت

شبکهConvolutional Neural Networks)  یکانولوشن   یعصب  یهاشبکه  رینظ  Feed-Forward)  خورشیپ  ی صبع  یها (، 

Neural Networksیبازگشت  یها( و مدل  (Recurrent Neural Networksنقش محور )ی ها ستمیس  یداریدر ارتقاء دقت و پا  ی 
 یدارا  ایکوچک    یبه تومورها  نییپا   تیحساس  رینظ  ییهاتیموجود هنوز با محدود  یهامدل   ن، ی[. باوجود ا5اند ]کرده   فا یا  ریتصو  لیتحل

 [.  6رو هستند ]و برچسب خورده روبه عی وس یهابه داده  ازیو ن ریتصو  تیفیک راتییتغ ز، ینسبت به نو یر یپذبینامشخص، آس یمرزها

و همکاران با    Zhangهای تشخیصی انجام شده است؛ برای نمونه،  ها و ارتقای کارایی سامانهمطالعات متعددی برای غلبه بر این چالش
  بندی تومور را در مجموعه بدون برچسب، شاخص تشابه دایس قطعه MRI تصاویر  از   گیریبهره   و  عمیقهای خصمانه  کارگیری شبکهبه

از   یبترکی  H‑DenseUNet  معماریو همکاران با ارائه    Zhou  که    یدر حال[.  7] دادند  ءارتقا  %86به حدود   BRATS 2015 داده
به دست    یتومور  یهاتوده   برای  %4/82  کبد و  برای  %1/96  سیدا  بی ضر  نیانگی، مCT  یهاحجم  روی  U‑Netاتصال متراکم و ساختار  

مدالیتی، نشان های مبتنی بر یادگیری عمیق و همجوسازی چندو همکاران با تحلیل پژوهش  Zhouدر یک مرور جامع،    راًیاخ  [.8] آوردند

 [.  9] بندی را بهبود بخشدهای قطعهطور معناداری دقتّ و پایداری الگوریتمتواند به می PET و   MRI  ،CT  دادند که ترکیب اطلاعات
بهره   Chenشایان ذکر است که   با  از معماریو همکاران  با لایه   EfficientNet-v2 گیری  را در    62/99  دقتّ  توجه،همراه  درصد 

 [. 10] آیدشده به شمار میبالاترین دقتّ گزارش  مطالعهاند که تا زمان نگارش این  تشخیص تومورهای مغزی ثبت کرده
هوشمند وجود دارد. پژوهش حاضر    یهامدل  یریرپذیو تفس  یداریبهبود دقت، پا  یبرا  یقابل توجه  یهمچنان فضا  ها،شرفتیپ  نیباوجود ا

استخراج   ق،یعم  یریادگی  شرفتهیپ  یها روش   قیکه با تلف  دهدیارائه م  یمغز  یتومورها   صیتشخ  یبرا  هیچارچوب نوآورانه و چندلا   کی
 اند از:  چارچوب عبارت نیبرجسته ا یهایژگی[. و11است ] شدهیطراح یکوانتوم یسازنهیبه یها تمیهوشمند، و الگور یهایژگیو

 (، TF-IDFو    PCA)  یبیترک  یکردهایبا رو  یژگی، استخراج وMRI  ریتصاو  قیدق  پردازش ش یشامل پ  ی اچندمرحله  یمعمار   کیتوسعه    -
 ی ازدحام ذرات کوانتوم  یسازنهیبه  تمیپارامترها به کمک الگور  می، و تنظSelf-Attentionتوجه    زمیهمراه با مکان  خورشیپ  یشبکه عصب

(Quantum-behaved Particle Swarm Optimization  ؛) 

ها تمرکز کنند و از داده یخاص  یهابخش یکه بر رو دهدیامکان را م نیا یعصب یهابه شبکهی که توجه سفارش زمیمکان کی یطراح -
  ص یتر، دقت تشخمهم  ینواح  ییتا با شناسا  کندیبه مدل کمک م  ندیفرآ  نی. اندیاستخراج نما  یاطلاعات ورود   انیرا از م  یدی کل  یهایژگیو

 [؛  12] دهدیم  شیمشکوک به تومور را افزا یتمرکز مدل بر نواح ییتوانا استفاده از این رویکرددهد.  شیرا افزا

پبه   QPSOاز    یریگبهره   - نسخه  مدل   Particle Swarm Optimization  تمیالگور  شرفته یعنوان  با   ی فضا  ،یکوانتوم  یسازکه 
 [؛  13] دهدیارتقاء م یریطور چشمگرا به ییو دقت نها دیمایپیو کارآمد م یطور تصادفجستجو را به

 [.  14محدود ] یافزارو منابع سخت یواقع  یهاطیدر مح یریپذمیبهبود تعم یمدل برا ریداده و تقط شیافزا یهاکیاستفاده از تکن -

موردتوجه  یپزشک یربرداریمهم در حوزه تصو یهااز چالش یکیعنوان به یمغز یتومورها یاانهیرا صی تشخ ر،یاخ یهادهه دراز این رو 
[ است  گرفته  قرار  رو15محققان  روش   یمختلف  یکردهای[.  تصو  یسنت  یها از  مدل  ریپردازش  تا  و   قیعم  یریادگی  دهیچیپ  یهاگرفته 

تحول    ریبخش، س  نی[. در ا16اند ]خودکار مورد استفاده قرارگرفته  صی تشخ  یها ستمیس  ییبهبود دقت و کارا  یبرا  ،یب یترک  یها تمیالگور
  ی هاکیتومور، از تکن  صیتشخ  یها توسعه سامانه   هیمراحل اول  در  .شودیم  یمند بررسصورت نظاممرتبط به  یدیها و مطالعات کلروش   نیا

 [
 D

O
I:

 1
0.

34
17

2/
jh

bm
i.2

02
5.

11
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jh
bm

i.i
r 

on
 2

02
6-

02
-1

2 
] 

                             3 / 15

http://dx.doi.org/10.34172/jhbmi.2025.11
https://jhbmi.ir/article-1-922-en.html


 
 

 

 

 

 78-64 ):1(12; 2025 Informatics Biomedical and Health of Journal 67 

 

   64-78ص  ، 1404 سال اول، شماره  دوازدهم، دوره    پزشکی  زیست و سلامت نفورماتیکا مجله        

 

 

doi: 10.34172/jhbmi.2025.11 
 مرکز تحقیقات انفورماتیک پزشکی، دانشگاه علوم پزشکی کرمان 

 

 Active Contourفعال )  یها( و مدلRegion Growing)  هی(، رشد ناحThresholding)  یمانند آستانه گذار  ریپردازش تصو  یسنت

Modelsم استفاده  ا17]  شدی (  پاروش   نی[.  بر  عمدتاً  پ  لیتحل  هیها  محل   هاکسل یشدت  روابط  شرا  یطراح  یو  در  و  بودند   طی شده 
در شدت   راتییتومورها، تغ  یبالا   ی حال، در مواجهه با تنوع ساختار  ن ی. با ادادندیاز خود نشان م  یهمگن، عملکرد مناسب  یربرداریتصو

از به مداخلات  یدقت همراه بود و ن ریها با افت چشمگروش   نیمغز، عملکرد ا  دهیچیپ  یها و حضور بافت  ریتصاو  یذات  زی، نوMRI  گنالیس
 بان یبردار پشت  نیماش  رینظ  ییهاتمی الگور  ،یدر علوم پزشک  نیماش  یریادگیگسترش کاربرد    با  [.18پارامترها داشتند ]  میتنظ  یبرا  یانسان

(Support Vector Machineجنگل تصادف ،)ی  (Random Forestو شبکه )نیزیب  یها  (Bayesian Networksبرا )ص یتشخ  ی  
مانند بافت، شکل،    یصورت دستبه  شدهاستخراج  یهایژگیبر و  یها اغلب مبتنمدل   ن ی[. ا19مورد استفاده قرار گرفتند ]  یمغز  یتومورها

؛ [20شدند ]  91%/2به دقت    یابیموفق به دست  SVM  تمیو همکاران با استفاده از الگور  Pereiraعنوان مثال،  ها بودند. به شدت و لبه
  هایژگیدر انتخاب و  صصبه مهارت متخ  دی شد  یکمتر داشتند، اما وابستگ  یهابه داده  ازیسبک بودند و ن  ی ها از نظر محاسبات مدل   نیاگرچه ا

 ی هاشبکه   ظهور  [.21]  کردیرو مهبا چالش روب  یواقع   یهاطیها را در محآن  ییکارا  ،یرخطیغ  دهیچیروابط پ  ییدر شناسا  تیو محدود
 ی ها یژگیو  یریادگی  ییها توانامدل  نی[. ا22کرد ]  جادیا  یپزشک  ریتصاو  لیتحل  شرفتیدر پ  یعطف( نقطهCNNs)  یکانولوشن   یعصب
-U رینظ ییهای[. معمار23حذف کردند ] یکل را به یدست یژگیبه استخراج و ازیخام را دارا بوده و ن یریتصو  یهااز داده قیو عم یانتزاع

Net  [،  24]  قیدق  یبندقطعه  یبراResNet  [ و  25]  ان یعمق بدون افت گراد  ش یافزا  یبراDenseNet  اطلاعات،   ان یبهبود جر  یبرا
و همکاران با استفاده از یک چارچوب رادیومیک   Meißnerعنوان نمونه،  به  اندحوزه اصلاح و به کار گرفته شده  نی طور گسترده در ابه

را در متاستازهای  BRAF با سن بیمار، توانستند وضعیت جهش MRI های تصویریبند بردار پشتیبان خطی و ترکیب ویژگیمبتنی بر طبقه
 ص ی همچنان در تشخ  CNN  یهاحال، مدل  نیبا ا  [.26] بینی کنندپیش  ROC   ،92 /0و سطح زیر منحنی  %86مغزی ملانوما با دقتّ  

 یبرا  می حج  یآموزش  یهاهمراه هستند و ممکن است به داده   ییهابا چالش  رمعمولیغ  یهابافت  ایمبهم    یکوچک، مرزها  یتومورها
 ص یتشخ یهااز سامانه یدینسل جد ه،یپا یهامدل یهاتیغلبه بر محدود یراستا در [.27داشته باشند ] ازیبه عملکرد مطلوب ن یابیدست

  ش ی ها باهدف افزامدل   ن ی[. ا28]  اند افتهیتوسعه  یفرا ابتکار  یسازنهیبه  یهاتمیو الگور  قیعم  یریادگی  یهامدل   بیاز ترک  یریگبا بهره 
کارگیری روش انتقال و همکاران با به  Yangعنوان نمونه،  بهاندشده  یراحط  زیدر مواجهه با نو  یداری دقت، کاهش نرخ خطا و ارتقاء پا

 [. 29] درصد دست یافتند 5/ 94بندی گلیوما به دقتّ  متعارف، در درجه MRI بر روی تصاویر  GoogLeNet یادگیری و ریزتنظیم معماری
ای هیبریدی سامانه(،  PSO)  سازی ازدحام ذراتو الگوریتم بهینه ResNet-50 و همکاران با تلفیق شبکه   Kadhimای دیگر،  در مطالعه

به   یابیاز دست  زیها نگزارش   نیدتری جد  [.30]  را گزارش نمودند  %85/98  تومور مغزی ایجاد کردند و دقتّ MRI بندی تصاویربرای طبقه
از مدل   یمغز  یتومورها  صیدر تشخ  99%/ 59دقت   استفاده  به  یمبتن  یبیترک  ی هابا  م  یکوانتوم  یسازنه یبر  باوجود   [.10]  دهندی خبر 

و فقدان   م،یخورده حجبرچسب  یها به داده   ازیکوچک، ن  یهمچون افت دقت در تومورها  یاتوجه، مسائل تکرارشوندهقابل  یدستاوردها 
به  جینتا  یریرپذیتفس همچنان  چالشمدل  باق   یهاعنوان  ااندماندهیعمده  چارچوبشکاف  نی.  توسعه  ضرورت  ترک  نینو  یهاها،    ب یبا 

اند. ساخته  انینما  شیازپشیرا ب  شرفتهیپ  یتکامل  یها یسازنهیو به  ریقابل تفس  قی عم  یریادگی  یهاتمیالگور  هوشمند،  یژگیاستخراج و
الهام گرفته    گرید  یاز کارها  هایژگیو   نیاستوار هستند. ا  نیشیپ  یهاافتهیو    قاتی، بر اساس تحقمطالعه  نیبرجسته ذکرشده در ا  یهایژگیو

نمای کلی از روش تحقیق و رویکرد این   1شکل    گردد.  جادیمدل ااین  توسعه    یمستحکم برا  یعلم  هیپاکیتا    کنندمی  شده و کمک
 .دهدیممطالعه را نشان 

 
 روش کار

 یها، از مجموعه دادهMRI  ریتصاو  یاز رو  یمغز  یتومورها  صیتشخ  یبرا  قیهوشمند و دق  ستمیس  کی   یمنظور طراحپژوهش، به   نیدر ا
 .دیاستفاده گرد یسازنه یو به قیعم یریادگی شرفتهیپ یهاکی و تکن یمعتبر جهان یربرداریتصو

استخراج    ریز  یهاگاهیاست که از پا  ینیو اطلاعات بال(   FLAIRو,T1  T1ce,  T2)  یچندوجه MRI ریشامل تصاو  قی تحق  نیا  یهاداده 
 : اندشده
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1-  (Brain Tumor Segmentation Challenge)BraTS  : ریمجموعه شامل تصاو  نیا MRI ق یدق  ی گذاربا برچسب  یچندوجه  
 . کاررفته استآموزش مدل به  یصورت ساختارمند براو به باشدمی  368 گاهیپا ن یمورد استفاده از ا ریتومور است. تعداد تصاو ینواح

2-  (The Cancer Genome Atlas)TCGA: و    وبلاستومایمرتبط با گل  یریو تصو  ینیبال  ،یداده شامل اطلاعات ژنوم  گاهیپا  نیا
 . باشدیم یمغز یتومورها ریسا
3-  (The Cancer Imaging Archive)TCIA  :عموم  نیا داده   یپزشک  ریتصاو  یمخزن  شامل   استاندارد MRI یهاسرطان 

DICOM  است.  قاتیتحق یبرا 
4-   (Ivy Glioblastoma Atlas Project)IvyGAP  :به همراه    کیو پروتئوم  کیژنوم  ک،ی ستوپاتولوژیه  یهامجموعه شامل داده   نیا

 . است افتهیاست که در دانشگاه واشنگتن توسعه MRI ریتصاو
 یصورت ساختارمند برابه  کنندهییشناسا   یهاپژوهش و حذف مشخصه  یاصول اخلاق   تیبا رعا  یو بررس  افتیها پس از درداده  یتمام

آموزش،   یبرا  70%  ها به نسبتمدل، داده  یریپذمی از تعم  نانیمنظور اطمو آزمون مدل مورد استفاده قرار گرفتند. به   یآموزش، اعتبارسنج 
 .دندیگرد یبندمیآزمون تقس یبرا 15%و  ینج اعتبارس یبرا %15

 

 
 فلوچارت کلی از روش تحقیق و رویکرد کلی مطالعه : 1شکل 

 

 هاداده پردازشش یپ

 :   شودیم فیتعر ریصورت زانجام شد که به Z-scoreبا استفاده از روش  ریشدت تصاو یسازابتدا نرمال پردازش،ش یمرحله پ در
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  انهیو م  یگوس  یلترهایاز ف  ز، یحذف نو  ی. براباشدیم  اریانحراف مع σ و  ر،یشدت کل تصو  نیانگیم  μ  ،یمقدار شدت اصل X که در آن
ناهمگن و  بهره   یاستفاده شد  با  الگور  یریگشدت  گرد N4 تم یاز  تمامدیاصلاح  استاندارد    ریتصاو  ی. سپس  ابعاد   کسل یپ  256×256به 

 ابد یبرازش کاهش    شیانجام گرفت تا احتمال ب  ییو روشنا  اس یمق  رییها با چرخش، انعکاس، تغداده   شی افزا  ندیآشدند و فر  یریگبازنمونه
 باشد. می ملاحظهقابل 2شده در شکل  پردازش شیپای از تصویر خام و در ادامه نمونه  .ابدی شیها افزاو تنوع نمونه

 

 
 پردازش شی پاي از تصاویر ورودي قبل و بعد از نمونه : 2شکل 

 
 ها یژگیاستخراج و

غالب در  یمنظور کاهش بعُد و حفظ الگوها ( بهPCA) یاصل یهامؤلفه لیمکمل انجام شد. نخست، تحل کردیبا دو رو هایژگیو استخراج
 GLCMبر  یمبتن یبافت  یهایژگی(، ویدگیکش ،یآنتروپ ن،یانگی)م ی آمار  یهایژگیو  بیمطالعه، از ترک نی. در ادیگرد یسازادهیها پداده 

 یبعد  900با ابعاد    یاهیاستخراج شد، که بردار اول  (DWT)   با استفاده ازی  فرکانسو     یبافت   یهایژگی(، ویکنواخت ی  ،ی)کنتراست، همبستگ
 منفرد  ر یمقاد هیاز تجز یریگبا بهره  PCAروش . شودی کاهش داده م یمؤلفه اصل 300، بردار به PCA  با استفاده از سپس کندیم جادیا
 (SVD  اجرا شد تا با حفظ )%از    ،یژگیهر و  ینسب  تیاهم  نییمنظور تعازآن، به . پسگرددبرتر استخراج    یژگیو  300ها،  داده   انسیوار  95

 :دیمحاسبه گرد ریداده شده و وزن آن با استفاده از فرمول ز شینما یصورت برداربه یژگی استفاده شد. هر و TF-IDFمدل 

TF-IDF( , ) TF( , ) log
DF( )

N
t d t d

t

 
=   

 
 

 ن یوجود دارد. ا t یژگیاست که در آن و  یر یتعداد تصاو DF(t) و  ریتعداد کل تصاو   d  ،N  در داده t یژگ یو  یفراوان TF(t,d) که در آن
 . به کار رفتند یشبکه عصب یپارامترها یبرا هیاول یهاعنوان وزنبه  ریمقاد

 مدل یطراح

،  512  بیبه ترت  یصورت نزولها بهشد که تعداد نرون  یپنهان طراح  هی با پنج لا  (FNN)   خورشیپ  یشبکه عصب  کیه یبر پا  یشنهادیپ  مدل
  دیگموئـیابع سـاز ت یروجـخ هیو در لا  ReLU از تابع یانیم یهاهیها در لانرون یساز فعال ی. برادندیانتخاب گرد 32و  64، 128، 256
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 ی. جهت بهبود تمرکز مدل بر نواحدیاستفاده گرد  4/0با نرخ   Dropout کیاز تکن  ،برازش   شیاز ب  یر یمنظور جلوگشد. به  یبرداربهره 
 یتوجه مدل را به نواح  ا،یپو  یهاوزن  دیبا تول  زمیمکان  نیشد. ا  هیدر مدل تعب Self-Attention توجه از نوع  زمیمکان  کی  ر،یمهم تصو

و  دی تول Grad-CAM کیتکن قی توجه از طر یحرارت  یهامدل، نقشه  ماتیتصم ریمنظور تفس. بهتمشکوک به وجود تومور متمرکز ساخ
 باشد. می ملاحظهقابل 3 حرارتی در شکل ای از این نقشه . نمونهشدند لیتحل

 

 
 Grad-CAMحاصل از  یحرارت  يها از نقشه يانمونه : 3شکل 

 مدل يسازنه یبه

  افتهیبهبود  یانسخه   تم،یالگور  نی( استفاده شد. ا QPSO)  یازدحام ذرات کوانتوم  یساز نه یبه  تمیمدل، از الگور  ییدقت و کارا  شیافزا  یبرا
. تابع هدف دهدیم  شیپارامترها را افزا  یدر فضا   یتصادف  یجستجو  تیقابل  ،یکوانتوم  یاست که با اعمال رفتارها  کیکلاس  PSOاز  
 ریصورت زشد. فرم تابع هدف به  فی( تعرSpecificity)  یژگی( و وSensitivity)  تی (، حساسAccuracyدقت )  از  یبیصورت ترکبه

 :دیگرد میتنظ

 
Fitness Accuracy Sensitivity Specificity  =  +  +   

 
 . باشندیمدل م ینیکاربرد بال تی بر اساس اهم شدهمی تنظ یهاوزن =γ 0/ 3 و=4/0α=، 3/0  β  که در آن

 آموزش مدل 

دوره با   20در نظر گرفته شده و هر  0/ 001 هیاول یریادگیانجام شد. نرخ  32و اندازه دسته ( epoch) دوره 200مدل با استفاده از  آموزش 
  ی مدل رو  ینیبشیها استفاده شد. آموزش و پوزن  یروزرسانبه  یبرا  نهیبه  یبا پارامترها Adam تمی . از الگورافت یکاهش    1/0  بیضر

، تنظیمات کلیدی مدل و پارامترهای 1در جدول    .ابدیکاهش    یاجرا شد تا زمان محاسبات Graphics Processing Unit افزارسخت
 : اندشده بهینه نمایش داده 
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 پیکربندي مدل پیشنهادي براي تشخیص تومور مغزي  : 1 جدول

 مقدار مؤلفه

256* 256 پیکسل ابعاد ورودی تصویر   

 PCA 300  هایتعداد ویژگی

خور معماری شبکه عصبی پیش  (256،512،128،64،32 )  

سازتابع فعال های میانی(، سیگموئید )لایه خروجی( رلو )لایه   

4/0 (Dropout)نرخ حذف تصادفی  

سازیالگوریتم بهینه  QPSO 

 QPSO 50  هایتعداد رشته

 QPSO 100  تعداد تکرارهای

 ترکیبی از دقت، حساسیت و ویژگی  تابع هدف 
 آدام الگوریتم یادگیری 
001/0 نرخ یادگیری اولیه   

 200  ( Epoch) های آموزشتعداد دوره

 32  ( Batch Size) اندازه دسته

 Self-Attention مکانیزم توجه 

 =K 5  اعتبارسنجی متقاطع با روش اعتبارسنجی 

 

 است.   ملاحظهقابل 4 نمودار روند آموزش این شبکه در شکل
 

 
 Epochنمودار روند آموزش مدل در هر : 4شکل 

 
 ارزیابی مدل پیشنهادي 

 ن،یمورد استفاده قرار گرفتند. همچن  AUCو    F1  اری(، معPrecision)  نیدقت ماش  ،یژگ یو  ت،ی دقت، حساس  یها شاخص  ،یابیمرحله ارز  در
با پنج    یمدل، اعتبارسنج  میتعم  تیقابل  شیمنظور افزامدل ثبت شد. به   یاتیعمل  ییکارا  یبررس  یبرا  ینیبشیزمان آموزش و پ متقاطع 

مدل در   یکاهش زمان اجرا  یبرا  ت،ی. درنهادیعملکرد گزارش گرد  ییعنوان شاخص نهابه   جینتا  نیانگیانجام شد و م  یادف تص  یبندمیتقس
عنوان تر بهمدل کوچک  کیکار رفت.  ( به Model Distillationمدل )  ریتقط  کیمحدود، تکن  یافزاربا منابع سخت  ین یبال  یهاطیمح

مدل در  یها یخروج  ی. تمام دیحفظ نما یگرفت و توانست با کاهش اندازه و زمان اجرا، عملکرد مناسب  ادیرا  یآموز، دانش مدل اصلدانش
در   کنند. یبردارسامانه بهره  نیاز ا  یراحتبتوانند به ینیبال نیارائه شدند تا متخصص یاساده یکیهمراه با رابط گراف یحرارت یهاقالب نقشه
باشد. قابل مشاهده می  5های شبکه عصبی این تحقیق در شکل  ی و درک بهتر این مدل تصویری کلی از شماتیک لایهبندجمعانتها برای  
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 عملکرد آن  هاي شبکه عصبی و نحوهتصویر شماتیکی کلی از لایه : 5شکل 

 

 نتایج
پدستبه   جینتا از  پ  یساز اده یآمده  معنشان   یشنهادیمدل  در  معنادار  بهبود  )  ید یکل  یارهایدهنده  دقت  ازجمله  (، Accuracyعملکرد 

طور که در جدول و است. همان  قیعم  یریادگیمتداول    یهایبا معمار   سهی( در مقاSpecificity)  یژگی( و وSensitivity)  تیحساس
در  ،یکوانتوم یسازنهیتوجه و به زمی( همراه با مکانFNN) خورشیپ ی بر شبکه عصب یمبتن یبیمدل ترک شود،ی م دهنمودار عملکرد مشاه

 را به ثبت رسانده است.   جینتا نیها بالاترشاخص یتمام

ResNet50   (1/%97  )مانند    جیرا  یهابالاتر از دقت مدل  یصورت ملموساست که به   %6/99معادل    مطالعه حاضرمدل    صیتشخ  دقت
کاهش   یها روش   یریکارگبا به   سوک یمدل دانست که از    یاچندمرحله  یاز طراح  یناش  توانی بهبود را م  نی. اباشدیمU-Net  (2 /%96  )و  

توجه،    زم یمکان  قیاز طر  گر،ید  ینموده و از سو   دیتول  یانه یبه  یژگی و  ی، فضاTF-IDFبا    هایژگیو  یو وزن ده  PCAبر    یبعُد مبتن
 ی موارد مثبت واقع  صیدر تشخ  ی که شاخص مهم  تیمنظر حساس  ازکرده است.     تیمهم و تومورمحور هدا  یتمرکز شبکه را به نواح

 یهانمونه  ییمدل در شناسا  یتوان بالا   انگر یامر ب  نیگرفته است. ا  یشیها پروش   ریاز سا %4/99مدل با  این  موجود( است،    ی)تومورها
  ی هازم یباوجود استفاده از مکان  Transformer  ل مد  سه، ی. در مقاباشدیم  ن ییپا  تیفیبا ک  ریتصاو  ای  یمرز  طیدر شرا  یتومور حت  یدارا

پ ارائه م 97%/2  تیحساس  ده،یچیتوجه  مقا  دهدیرا  پژوهشبا مدل    سهی که در  آمار  این   ی ژگیو  یابیارز  دردارد.    یقابل توجه  یتفاوت 
(Specificityکه به م ،)شده   99%/7موفق به کسب    یشنهادی)عدم وجود تومور( اشاره دارد، مدل پ  یموارد منف  حی صح  صیتشخ  زانی

مثبت کاذب در آن به طرز   یسالم و مبتلا را دارد و نرخ خطا  ریتصاو  نیب  زیتما  ییتوانا  یخوبکه مدل به   دهدی عدد نشان م  نیاست. ا
ا  نییپا  یحسوسم کاربردها  ژهیوبه  یژگ یو  ن یاست.  تشخ  یاتیح  ینیبال  یدر  چراکه  م  صی است،  تومور  وجود  به    تواندینادرست  منجر 

وضوح به  یدر نمودار خط   زین  U-Netو     CNNبا    سهیدر مقا  این مطالعهمدل    یبرتر  شود.  یتهاجم   یهادرمان  ای  یرضرور یغ  یهاشیآزما
این مطالعه   یبینسبت به مدل ترک  یتر فیعملکرد ضع  %93/ 8  تیو حساس  %5/94با دقت    CNN  رینظ  هیپا  یهایمشخص است. معمار 

ادارد  ن،یتوجه متمرکز است. همچن  یها زم یمکان  دانو فق  تریانتزاع  یهایژگیو  یریادگیها در  مدل   نیا  ییموضوع، عدم توانا  ن ی. علت 
انعطاف  یقو  یمحل  یهایژگیاگرچه در استخراج و  U-Netبر    یمبتن  یهامدل اما فاقد    ده یچیلازم در استخراج روابط پ  یریپذهستند، 

 ی حرارت   یهااست. نقشه   ده یمدل لحاظ گرد  یدر طراح  زین  یریرپذیفاکتور تفس  ،یکنار عملکرد آمار  در.  باشندیم  هایژگیو  انیم  یرخطیغ
کرده    ییشناسا  ییرا با دقت بالا   یعیرطبی مربوط به بافت غ  ینشان دادند که مدل قادر است نواح  یاریدر موارد بس  Grad-CAMحاصل از  

 یاتیداده و استفاده عمل شیمدل را افزا جیبه نتا ینیاعتماد کاربران بال ،یژگیو نیکند. ا حاظخود ل یریگمی تمرکز در تصم ه یعنوان ناحو به
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هر   یبرا ینیبشیزمان پ توانمیمدل،   ونیزاسیو کوانت رشدهیاستفاده از مدل تقط ل ینظر زمان پردازش، به دل از.  دینمایم  لی از آن را تسه
در   یسازاده یپ  ی را برا  این مطالعهمدل    ،یژگیو  ن ی. اابدیمدل کاهش    یکه دقت کل  بدون آن  ،دادکاهش    هیثان  5/0نمونه را به کمتر از  

شده، انجام  یفیو ک  یکم   یهالیمجموع، تحل  . درسازدیحمل مناسب مقابل  زاتیکم منبع مانند تجه  یهاستمیس   ای  ینیبال  یواقع  یهاطیمح
پ  ییکارا مدل  معمار   یشنهادیممتاز  به  نسبت  درزم  ی هایرا  مغز  صیتشخ  نهیمرسوم  م  یتومور  بهدینمایاثبات  با   یساز نهی.  پارامترها 

QPSO  استفاده از ،Self-Attention  نوآورانه    بیتمرکز مدل  و ترک  تیهدا  یبراPCA     وTF-IDF  از   ،یژگیدر مرحله استخراج و
در   ترقی هوشمند دق  صی تشخ  یهاتوسعه سامانه  یبرا  یاهیپا  تواندیم   جینتا  نی. اباشندیم  ییمدل در عملکرد نها  یبرتر  لیدلا   نیترمهم

شود، مدل مشاهده می   6  طور که در شکلهمان  فراهم سازد.  زیو کبد ن  هیازجمله سرطان پستان، ر  یپزشک  یربرداریتصو  یهاحوزه  ریسا
، CNN  های مرسوم مانندهای عملکردی شامل دقت، حساسیت و ویژگی، عملکرد بهتری نسبت به معماریپیشنهادی در تمامی شاخص

U-Net ،ResNet  و  Transformer   دهدوضوح نمایش میها را بهارائه داده است. این نمودار، روند رشد و اختلاف بین مدل . 
 

 
ها در تشخیص تومور مغزي مقایسه عملکرد مدل: 6شکل   

 
نیز نشان داد که مدل پیشنهادی قادر به ایجاد تعادل  (  8  )شکل F1 ، حساسیت و ویژگی، بررسی امتیاز(7  )شکل  های دقتعلاوه بر شاخص

 های کاذب است.  بینیهای مثبت و کاهش پیشبین تشخیص صحیح نمونه
 

 
 هابینی مدلمقایسه دقت پیش: 7شکل 
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 هامدل F1 مقایسه امتیاز : 8 شکل

 

های حساس تشخیص پزشکی که نرخ خطای نوع اول و دوم دارای پیامدهای بالینی قابل توجهی هستند، بسیار ویژه در حوزهاین تعادل، به
 اند، عدم تعادل بینبدون مکانیزم توجه استفاده کرده ResNet یا CNN هایحائز اهمیت است. در مطالعات مشابهی که از معماری

Precision   و Recall موجب کاهش F1-Score  همچنین مقایسه تطبیقی با    .گرددتر در تشخیص میشده و منجر به اعتماد پایین
در تنظیم پارامترهای شبکه عصبی، یکی از نقاط تمایز کلیدی این مدل   QPSO دهد که استفاده از الگوریتمهای پیشین نشان میپژوهش

سازی مدل تشخیص سرطان کلاسیک برای بهینه  PSO که ازو همکاران  Zhang نسبت به سایر تحقیقات است. برای مثال، در مطالعه
  گیری بهره   مطالعه،  این  در  مقابل،  در.  بود  گردیده  گزارش   %5/96تر و دقت نهایی در حدود  مراتب پایینپستان استفاده شد، نرخ همگرایی به

، موجب افزایش کارایی در کشف تنظیمات بهینه شبکه گردید که نتیجه آن، افزایش دقت و QPSO  در  کوانتومی  جستجوی  فضای  از
است  بوده  نرخ خطا  بیشتر   .کاهش  در  است.  آن  بالای  تفسیرپذیری  پیشنهادی،  مدل  مهم  مزایای  از  یکی  دستاوردهای کمی،  کنار  در 

 -Grad گیری ازاما در این مدل، با بهره ؛  های مبتنی بر یادگیری عمیق، تفسیر نتایج همواره یک چالش اساسی مطرح بوده استپژوهش
CAM   و مکانیزم  Self-Attentionگیری نهایی مدل  های حرارتی فراهم شد که نواحی مهم تصویر را که در تصمیم، امکان تولید نقشه

های ها که نیاز به اعتماد به سامانه ادیولوژیست ویژه برای پزشکان و رگذارند. این قابلیت، به صورت بصری به نمایش میاند، بهمؤثر بوده 
یکی دیگر از مزایای کلیدی .  های بالینی گرددساز پذیرش بیشتر سیستم در محیطتواند زمینهتشخیصی دارند، ارزش عملی بالایی دارد و می

ای طراحی شده گونه های تشخیص تصویری در پزشکی است. ساختار پیشنهادی به پذیری و قابلیت انتقال آن به سایر حوزه مدل، انعطاف
 ست. درواقع، با بازآموزیا  را نیز دارا PET ، تصاویر ماموگرافی یاCT Scan  های تصویری نظیرکه قابلیت استفاده مجدد برای سایر داده 

(Fine-Tuning  )انتهایی شبکه و تطبیق مرحله پیشلایه بیماریپردازش، میهای  برای شناسایی  از همین چارچوب  هایی چون توان 
های مطالعه  توجه، باید به برخی محدودیتباوجود دستاوردهای قابل.  برداری کردهای نخاعی بهرههای قلبی یا آسیبسرطان ریه، بیماری

شده، هنوز هم ممکن است برخی الگوهای پاتولوژیک خاص یا انواع کار گرفتهبه MRI های رغم تنوع نسبی داده نیز اشاره شود. اولًا، علی
سازی نشان داد، ولی عملکرد مناسبی در بهینه  QPSO های آموزش نمایندگی نداشته باشند. ثانیاً، هرچند الگوریتمنادر تومورها در داده 

، اگرچه رابط کاربری ساده  تیتوجه باشد. درنهاها ممکن است نیازمند منابع پردازشی قابل ازیسپیچیدگی زمانی آن بالاست و در برخی پیاده
 DICOM و HL7 نیاز به تطبیق بیشتر با استانداردهای  HIS بیمارستانی یا سامانه PACS های طراحی شده، اما اجرای آن در سیستم

شده در این توان نتیجه گرفت که چارچوب ارائهبا در نظر گرفتن مجموعه نتایج عددی، قابلیت تفسیر، دقت بالا و پایداری مدل، می  .دارد
سازی بیشتر و افزودن های هوش مصنوعی بالینی برای تشخیص تومور مغزی است. با بهینه مطالعه، گامی مؤثر در جهت توسعه سامانه 

تواند به یک ابزار قدرتمند در نویسی خودکار، این مدل میهای گزارش هایی چون یادگیری انتقالی، خودآموزی یا ترکیب با سامانهقابلیت
 .ویژه در مناطق با کمبود متخصص، تبدیل شودمراکز درمانی، به 
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 گیري و نتیجه  بحث 
 یژگیاستخراج و  ق،یعم  یریادگی  بیاز ترک  یریگبا بهره   یمغز  یتومورها  قیدق  صیتشخ  یچارچوب نوآورانه برا  کیپژوهش،    نیا  در
بر   یمبتن  یده، وزن(PCA)  یاصل  یهامؤلفه   لیاز تحل  یریگبا بهره   ،یشنهادیارائه شد. مدل پ  QPSOبر    یمبتن  یسازنه یو به  شرفتهیپ

TF-IDF ،تمیالگور قیپارامترها از طر میتوجه  و تنظ زمیبا مکان خور شیپ یعصب شبکه  QPSOیهافراتر از مدل  ی، موفق شد عملکرد 
 [.   32،33] متداول ارائه دهد

عملکرد   یابیارز  یها شاخص  یدر تمام  یشنهادی مدل پ  ،(6-8)شکل    شدمشاهده  گیری  بخش نتیجه  یاسهی مقا  یکه در نمودارها  گونههمان
  ی ، عملکرد بالاترF1  ازی( و امتPrecision)  نی(، دقت ماشSpecificity)  یژگی(، وSensitivity)  تی(، حساس Accuracyازجمله دقت )

مدل  به  است    Transformerو    CNN  ،U-Net  ،ResNet50  یهانسبت  نمودار    ژهیوبه[.  34]داشته   Accuracy"در 

Comparison"پ  ص ی در تشخ  جیرا  یهاگرفته و مرز دقت  یشیها پمدل  ریاز سا  یصورت معنادار، به99%/6با دقت    یشنهاد ی، مدل 
MRI    است شکسته  پ  در[.  35]را  چارچوب  پژوهش  یشنهادیمجموع،  بهره   این  و  یریگبا  استخراج  و   یبافت  ،ی)آمار  یبیترک  یژگیاز 
، ضمن  Self-Attention  خورشیپ   یشبکه عصب  کی  یرو  QPSO یساز نه یو به   TF-IDF ی، وزن دهPCA  (، کاهش ابعادیفرکانس

 Volumetric مینسبت به روش حج یبهتر ییکارا تواندینشان داد که م، %7/99 یژگیو و% 4/99 تی حساس، 99%/6به دقت  یابیدست

CNN   3وD Replicator Neural Network    توسطارائه دقت  ≈Dice  87/0-89/0  باو همکاران    Rastogi  شده    %4/99  و 
segmentation≈  کند یم  شنهادیبالاتر، پ  یریرپذیتفس  ت ی و قابل  هیثان  0/ 5کمتر از    ینیبشی همراه با زمان پ  ج،ینتا  نیا .[31]  داشته باشد 

 [.  36] در مراکز با منابع محدود است ین یبال یکاربردها یبرا یمناسب و عمل یانه یگز این مطالعهکه روش 

عمل  از به  ،ی اتیمنظر  اجرا  زمان  بهکاهش  تقط  یسازنهیواسطه  از  استفاده  با  مواز   ریمدل  پردازش  ایو  برا  ستمیس  نی،  در   یرا  استفاده 
درمان  ،ی واقع  ی نیبال  یهاطیمح مراکز  در  دسترس  یازجمله  ن  یبا  به  قابل  یرویمحدود  استمتخصص،  کرده  با   نیهمچن  [.37]  استفاده 

شده و    ل یمتخصصان تسه  یمدل برا  جینتا  ری، تفسGrad-CAMبا    یحرارت   یهانقشه  دیتول  تیو قابل  یبصر  یکاربر  بطرا  یساز اده یپ
 ن یا یرقابت تیتنها مزآمده نهدستبه جینتا[. 38] است دهیفراهم گرد  ینیبال یر یگمیدر تصم ستمیس یها یامکان استفاده مطمئن از خروج

 ی ربرداریتصو  گرید  یهاها و حوزه انواع سرطان  ر یچارچوب به سا  نیا میتعم  یبلکه راه را برا  کند،یها را اثبات مروش   ر یمدل نسبت به سا
هوشمند در نظر    یپزشک  صیتشخ  یهاپروژه  یمرجع برا  یمعمار  کی عنوان  به  توانی را م  ی شنهادیمدل پ[.  39]  سازدیهموار م  یپزشک

گزارش   یزبان یهابا مدل  بی، ترک(Self-Supervised Learning)  یریادگی، خود  یانتقال  یریادگیمانند    ییهاکیگرفت و آن را با تکن 
 بی مطالعه نشان داد که ترک  نیا  ان،ی پا  در.  توسعه داد  ،[41](  Artificial Intelligence) صنوعی  هوش م  کارگیریهببا  و یا    [40]  سینو
منجر   ییهاستمیبه س  تواندیمدل، م  یریرپذیو تفس  یتم یالگور  یسازنهیبه  پردازش،شیپ  ق،یعم  یریادگی  یهاکیو هدفمند از تکن  قیدق

چارچوب   نیا  شتریدارند. با توسعه ب  زی ن  یبالاتر   رش یو پذ  یسازادهیپ  تی قابل  ،ین یبرترند، بلکه از نظر کاربرد بال  یتنها ازلحاظ عددشود که نه
  ر یرپذ یو تفس  ع یسر  ق،ی دق  ین یبال  صی تشخ  یندهایدر فرآ  یهوش مصنوع  قی در جهت تلف  یمؤثر  یهاگام  توانیآن، م  یو استانداردساز

 برداشت. 
سازی با ( و بهینهSelf-Attention(، مکانیزم توجه درونی )FNNخور )گیری از شبکه عصبی پیش مدل پیشنهادی این پژوهش، با بهره

 ارائه داد. این مدل با دقت  MRI(، عملکردی برجسته در تشخیص تومورهای مغزی از تصاویر  QPSOالگوریتم ازدحام ذرات کوانتومی ) 
. دارد  برتریU-Net  (2/%96  )  وResNet50  (1 /%97  )  مانند  مرسوم  هایمدل   به  نسبت  ،% 99/ 7  ویژگی  و  %99/ 4  حساسیت،  %99/6

، همراه با تمرکز مکانیزم توجه بر ناحی مشکوک، دقت و TF-IDFدهی  و وزن  PCAهای ترکیبی با  پردازش دقیق، استخراج ویژگیپیش
 شناسایی دقیق نواحی غیرطبیعی را تأیید نمودند.  Grad-CAMهای حرارتی تفسیرپذیری مدل را تقویت کرده است. نقشه

منبع مناسب ساخته  سازی مدل، این چارچوب را برای کاربردهای بالینی در مراکز کمثانیه، حاصل از فشرده  5/0بینی کمتر از  زمان پیش
های تصویربرداری پزشکی و تفسیرپذیری بالای نتایج، ارزش عملی مدل را افزایش داده است. با وجود است. قابلیت تعمیم به سایر حوزه

های آتی است. نیازمند بررسی QPSOاین، پوشش ناکافی برخی تومورهای نادر و پیچیدگی محاسباتی 
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 تشکر و قدردانی 
 در رجانـیس یکـارزشمند دانشکده علوم پزش یهایخود را از همکار مانه ـیو سپاس صم  یمراتب قدردان لهیوسن یمقاله بد ن یا سندگانینو
 شاوره  ـها، مداده یدانشکده در گردآور نیا یو اخلاق  یفن ،ی علم یهاتیاز ظرف یریگ. بهره دارندیابراز م یطرح پژوهش نیا یاجرا ندیفرا

 نموده است.   فایپژوهش ا یدر تحقق اهداف علم ینقش مؤثر ،ییاجرا یهارساختیز نیتأمو  یتخصص 

 

 تعارض منافع 
 . گونه تعارض منافع مالی، علمی یا شخصی وجود نداردکنند در ارتباط با اجرای این پژوهش هیچنویسندگان اعلام می 

 

 حمایت مالی
 .انجام شده است  990SIR76این مطالعه با حمایت مالی دانشکده علوم پزشکی سیرجان و در قالب طرح پژوهشی شماره 

 

  کد اخلاق
با شماره   ،یپزشک  ستیز  یهااخلاق در پژوهش  تهیکم  دییو تأ  یپس از بررس  ،یکامل ملاحظات اخلاق  تی پژوهش با رعا  نیا  ن،یهمچن

و   یمراحل گردآور  یو تمام  دهیثبت گرددانشکده علوم پزشکی سیرجان  در سامانه اخلاق    IR.SIRUMS.REC.1403.001مصوبه  
 شده است. انجام مارانیو حفظ حقوق ب آگاهانه تیرضا ،یاصول محرمانگ تیها با رعااستفاده از داده 

 

 سهم مشارکت نویسندگان 

پردازی پژوهش، طراحی ، سهم مشارکت نویسندگان به این ترتیب است: مصطفی کاشانی ایدهCRediT  بندی استانداردبر اساس طبقه
دار را عهده    990SIR76 نویس اولیه طرح پژوهشی شمارهها، نگارش پیششناسی، نظارت علمی بر کل فرایند، تحلیل رسمی دادهروش 

ها، ، اجرای آزمایش PSO/QPSOهای های عصبی و الگوریتمسازی شبکه، پیادهMRI  پردازش تصاویربود؛ شایان رحمان ستایش پیش 
 اخلاق   الزامات  بر  نظارت  بالینی،  هایداده   تفسیر  و  تأمین   مسئول   کاربرزه  صدیقه  داد؛  انجام  را  متن  علمی– مصورسازی نتایج و ویرایش فنی 

اند و متعهد به  های نگارشی بود. تمامی نویسندگان نسخه نهایی مقاله را خوانده و تأیید کرده و ارزیابی پزشکی نسخه  هماهنگی  پژوهش،
 . های آتی هستندگویی علمی در برابر پرسشپاسخ
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