
 

236  249-236): 3(12; 2025 Informatics Biomedical and Health of Journal 

 

  

   
Predicting Cardiovascular Diseases from EEG Signals Using YOLO Network 

Composition and XGBoost Algorithm 
Alireza Asghari Kiadeh

1
, Sara Motamed

2* 

 

1. M.Sc. Student, Department of Computer Engineering, FSh.C., Islamic Azad University, Fouman, Iran 

2. Associate Professor, Department of Computer Engineering, FSh.C., Islamic Azad University, Fouman, Iran 

  
 
 

 

 

 
 

 

 

 
 

 

 

 
 

 

 
 

 

 

 
 

 

 

 
 

 

 

 
 

 

 

 

 

 

 

 
  
 

 

 
 

 
 

 

 

 

 

 
  

Introduction: Cardiovascular diseases continue to be one of the leading causes of 

mortality worldwide, making early detection crucial for reducing complications and 

fatalities. Traditional diagnostic methods often depend on the manual interpretation of 

cardiac signals, which can be time-consuming and reliant on the expertise of clinicians. 

However, advances in deep learning and data mining have facilitated the automated 

analysis of medical signals and the detection of hidden patterns. This study presents a 

novel approach to identifying cardiac diseases based on ECG signals. 

Method: In this study, we developed a hybrid deep learning model that utilizes the fast 

version of the YOLO network to extract mid-level features from ECG signals, 

combined with the XGBoost algorithm to improve classification performance. ECG 

signals from the MIT-BIH Arrhythmia Database were first extracted and preprocessed. 

These signals were then input into the YOLO network to generate feature vectors. The 

outputs of the network were subsequently fed into the XGBoost algorithm for final 

classification using an ensemble of multiple weak decision trees. Finally, we compared 

the proposed model with established conventional methods. 

Results: The results demonstrated that the YOLO network effectively extracts key 

features from ECG signals, and its integration with XGBoost significantly enhances 

overall model accuracy. The proposed model outperformed baseline methods, 

including simple neural networks and support vector machines (SVMs). Evaluation on 

the MIT-BIH Arrhythmia Database revealed substantial improvements in classification 

accuracy, as well as enhanced sensitivity and specificity. These findings indicate that 
combining deep learning with boosting algorithms provides an efficient approach for 

medical signal analysis. 

Conclusion: The YOLO-XGBoost hybrid model offers an accurate and innovative 

approach for detecting cardiac diseases from ECG signals. In addition to enhancing 

classification accuracy, this method is well-suited for implementation in clinical 

decision support systems and can serve as an efficient tool for patient screening. Future 

work could involve validating the model with larger and more diverse datasets and 

integrating it into intelligent medical systems. 

Keywords: Heart disease, Arrhythmia, Deep learning, Cardiac signals, YOLO, 

XGBoost 
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استفاده از ترکیب شبکه  با EEGهای عروقی از روی سیگنال-های قلبیبینی بیماریپیش

YOLO  و الگوریتمXGBoost 
 *2، سارا معتمد1علیرضا اصغری کیاده

   ، دانشگاه آزاد اسلامی، فومن، ایرانو شفت کامپیوتر،  واحد فومن  ، گروهدانشجوی ارشد  .1
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 چکیده

روند و تشخیص  ومیر در سراسر جهان به شمار می ترین علل مرگ عروقی همچنان از اصلی -های قلبیبیماری     مقدمه:

ها غالباً متکی بر  های سنتی تشخیص این بیماری ها اهمیت حیاتی در کاهش عوارض و مرگ دارد. روش زودهنگام آن

وابسته به تجربه پزشک است. پیشرفت روش های قلبی بوده که زمانتفسیر دستی سیگنال  و  بر و  های یادگیری عمیق 

را فراهم کرده است. در این پژوهش  کاوی امکان تحلیل خودکار سیگنال داده  های پزشکی و شناسایی الگوهای پنهان 

 .شودارائه می  ECG هایهای قلبی بر پایه سیگنالرویکردی نوین برای شناسایی بیماری 

)نسخه سریع(   YOLO در این مطالعه یک مدل ترکیبی مبتنی بر یادگیری عمیق طراحی شد که از شبکه   :روش کار 

بندی  منظور بهبود فرآیند طبقه به  XGBoost و از الگوریتم ECG هایسطحی سیگنالهای میانبرای استخراج ویژگی 

دادهاستفاده می  ابتدا  پایگاهکند.  به  مربوط  پیش  MIT-BIH Arrhythmia های  و  شدند. سپس،  استخراج  پردازش 

داده   XGBoost داده شدند تا بردارهای ویژگی استخراج گردد. خروجی شبکه به الگوریتم YOLO ها به شبکهسیگنال

های متداول  بندی نهایی با ترکیب چندین درخت تصمیم ضعیف انجام گیرد. در نهایت، مدل پیشنهادی با روش شد تا طبقه 

 .موجود مقایسه شد

را دارد و   ECG هایهای کلیدی از سیگنالتوانایی استخراج ویژگی  YOLO ها نشان داد شبکهنتایج آزمایش  ها:یافته 

های پایه از  شود. مدل پیشنهادی توانست نسبت به روش موجب افزایش دقت کلی مدل می  XGBoost در ترکیب با

، دقت  MIT-BIH  عملکرد بهتری ارائه دهد. در ارزیابی بر روی پایگاه داده SVM های عصبی ساده و جمله شبکه 

هایی همچون حساسیت و ویژگی نیز بهبود پیدا طور قابل توجهی افزایش یافت و شاخص بندی مدل پیشنهادی به طبقه 

تواند یک رویکرد کارآمد در  های تقویتی می دهد استفاده همزمان از یادگیری عمیق و الگوریتم کردند. این نتایج نشان می 

 .های پزشکی باشدتحلیل سیگنال

ترکیبی  :گیرينتیجه نشان داد که مدل  پژوهش  شناسایی   YOLO-XGBoost این  برای  نوآورانه  و  دقیق  روشی 

سازی در  بندی، قابلیت پیاده است. این روش علاوه بر افزایش دقت طبقه  ECG هایهای قلبی بر اساس سیگنالبیماری 

تواند به عنوان ابزاری کارآمد در غربالگری بیماران مورد استفاده قرار  گیری بالینی را دارد و می های پشتیبان تصمیمسیستم

در آینده می  داده گیرد.  با  را  مدل  این  متنوع توان  و  بیشتر  سامانه های  در  و  کرده  اعتبارسنجی  پزشکی  تر  هوشمند  های 

 . سازی نمودیکپارچه 

 YOLO ،XGBoostهای قلبی، بیماری قلبی، آریتمی، یادگیری عمیق، سینگال  ها:واژه کلید
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   معتمدو  ادهی ک یاصغر                                                           EEG هاگنالیس  ياز رو یعروق -ی قلب يهاي ماریب ینیبش یپ 

 مقدمه
داده پزشکی، گردآوری  بیماریامروزه در حوزه  به  مربوط  دادههای  منابع  دارد.  اهمیت چشمگیری  ای حوزه سلامت حجم  های مختلف 

ها بیش  های اطلاعات یکپارچه و پیشرفت فناوری اطلاعات، اهمیت این دادهگیرند و با ظهور نظامای از اطلاعات بالینی را در بر می گسترده
ست و برای اینکه بتوان از بین این حجم انبوه  ا  آوری شده بسیار بال های جمع قابل توجه است که حجم داده  .از پیش آشکار شده است

هوش مصنوعی استفاده کرد. هوش مصنوعی و در ادامه آن داده کاوی  های دست آورد، باید از تکنیکهها و نتایج مورد نظر را بها الگوداده
های داده، ادغام آن با  های اطلاعات و پایگاه ها است و استفاده گسترده از سیستمهای فن آوری در راستای مدیریت دادهاز جمله پیشرفت

قلبی و عروقی و تعداد بالی مرگ و    های اخیر میزان بالی ابتلا به بیماریدر سال  .[1]های سنتی به یک الزام تبدیل کرده است  شیوه

های صنعت بهداشت و درمان تبدیل کرده است و هر ساله در  ه را به یکی از نگرانی ئلمیر ناشی از بیماری قلبی در سراسر جهان این مس
های  ترین ارگانگذارد. در واقع قلب و سیستم انتقال خون، از مهمها تأثیر می برد یا بر عملکرد آنها را از بین می جهان تعداد زیادی از انسان

ها بر روی عملکرد کل بدن تأثیر بسیار محسوسی داشته، زیرا سیستم انتقال خون مسئولیت  باشند. هر اختلالی در این ارگانبدن انسان می 

،  دهدثیر قرار می أ. شرایطی که عملکرد قلب شما را تحت ت[2]د قلب( را برعهده دارد  های بدن )از جمله خوتأمین انرژی مورد نیاز تمام ارگان
عروقی علت اصلی مرگ در بسیاری از جمعیت جهان است.  -های قلبی  شود. بیماریعروقی نام برده می  -های قلبیاز آن به عنوان بیماری

میرهای متعدد در جهان  وواگیر است که باعث مرگعروقی اولین بیماری غیر -های قلبی بر اساس گزارش سازمان جهانی بهداشت، بیماری

  - های قلبی میلیون نفر بر اثر بیماری  17، یک مطالعه توسط سازمان بهداشت جهانی تخمین زده شد که بیش از  2020شود. در سال  می 
  Ahsan[. همچین مطالعه  2درصد از مرگ و میرها در سراسر جهان است ] 40اند که نشان دهنده بیش از عروقی جان خود را از دست داده

بیماری قلبی  دهد. مرگ و میر بر اثر درصد مرگ و میرها در کشورهای کم درآمد و متوسط رخ می  70نشان داد که بیش از   Siddique و 

های  ها است. سوانح و حوادث و سرطان در رتبهدر ایران به عنوان مهمترین چالش نظام سلامت کشور، موجب بیش از یک سوم کل مرگ
های قلبی و عروقی تنها علت اصلی مرگ در جهان باقی بماند  . پیش بینی شده است بیماری[1]دوم و سوم علل مرگ در ایران هستند  

[3]. 

رت گرفته، بیشتر مبتلایان به این  وهای صشاهد فراگیر شدن بیماری کرونا هستیم و با توجه به بررسی   1398از طرف دیگر، از پایان سال 
عروقی و دیابت هستند و میزان مرگ و میر در این افراد نسبت    - ای از جمله فشارخون بال،  اختلالت قلبی های زمینهبیماری دارای بیماری

ها نیز به شدت آسیب پذیر  عروقی هستند در مقابل سایر بیماری- . در واقع، افرادی که دچار بیماری قلبی [4]به دیگر مبتلایان بیشتر است 

های پرخطر مورد غربالگری قرار گیرند تا میزان ابتلا به بیماری قلبی را بتوان کنترل لذا لزم است افراد جامعه به خصوص گروه؛  خواهند بود
پذیر است که بتوان شرایط جسمی افراد  کرد و یا از وخیم شدن بیماری جلوگیری کرد تا میزان مرگ و میر کاهش یابد و این زمانی امکان

کار برد تا  را مورد پایش قرار داد و تمهیدات لزم جهت پیش بینی ابتلای افراد به بیماری با توجه به شرایط بالینی و پزشکی افراد را به

گونه  و شیوع این  بروز تواند سبب کاهش  شواهد و علائم تشخیص داد که این امر می   بروزبتوان بیماری را در مرحله اولیه و حتی قبل از  
بینی بیماری  های بهداشتی برای پیشهای مراقبتهای هوش مصنوعی در سیستمتوان از فناوریجاست که می   این  . [5]ها باشد  بیماری
 .  [6]استفاده کرد  عروقی - قلبی 

تواند تأثیر زیادی بر  ها می موقع آنومیر در سراسر جهان هستند و تشخیص بهترین علل مرگهای قلبی و عروقی یکی از اصلی بیماری

  تحلیل  امکان کاوی، داده و  مصنوعی هوش   حوزه در  اخیر  های پیشرفت[. 1– 3کاهش خطرات و بهبود کیفیت زندگی بیماران داشته باشد ]
را برای شناسایی الگوهای بیماری فراهم کرده است     ECG (Electrocardiogram) هایسیگنال مانند  پزشکی هایداده  عظیم حجم

 [ با استفاده از الگوریتم8های قلبی انجام شده است. امیری و همکاران ]بینی و تشخیص بیماریمطالعات متعددی در زمینه پیش [.7-4]

k-means   و  فریدونی. کردند گزارش کار رفته ههای برا روی داده %13افزار کلمنتاین، به تشخیص بیماری قلبی پرداخته و خطای و نرم  

 به  را %93طراحی کردند که دقت  MLP (Multi-Layer Perceptron)  عصبی  شبکه  بر مبتنی  بیوالکتریک سیستم یک[ 9] همکاران
همکاران   و   مختاری.  دادند  گزارش را  %3/96 دقت  و  کرده  استفاده  تشخیص  برای  فازی  خبره  سیستم  از  ،[10]  همکاران   و  لورجب.  آورد  دست
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های متداول  پیشنهاد کردند که دقت و سرعت بالتری نسبت به روش ECG سیگنال  سازیمدل برای را اسپلاین یابی درون روش ،[11] 

 .داشت

به دقت    MLP و شبکهPCA (Principal Component Analysis) [ با ترکیب12در حوزه یادگیری ماشین، ناروئی و همکاران ]
 شبکه   و  شناسی عنبیه  بر  مبتنی   رویکردی  ،[13]  همکاران  و  نژاددشتی .  یافتند  دست  چندکلاسه  در%  78  و  دودویی   بندیطبقه  در%  4/93

ترین همسایه، رگرسیون لجستیک و جنگل تصادفی، بالترین  انند نزدیکم هایی الگوریتم  مقایسه با ،[14] نظری. دادند ارائه خطا انتشارپس
  تشخیص  فعلی  هایروش معایب و مزایا بررسی  به ،[15] همکاران و حدادنیا. کرد گزارش( تست در %61/97دقت را برای جنگل تصادفی )

  ، [16آبادی و همکاران ]اند. دولتگون نیز مورد توجه قرار گرفتههای آشوبهای مبتنی بر ویژگی روش .پرداختند ECG های داده در  الگو
عملکرد مناسبی به دست آوردند. در سطح    ELMAN(  Elman Neural Network) های حوزه آشوب و شبکهبا استفاده از ویژگی 

  ش و همکار   Masethe[ و 19]  همکارانو    Awang  [17  ،]Taneja   [18  ،]Lakshmiو    Palaniappanهایی مانند  المللی، پژوهشبین

بینی بیماری قلبی را توسعه داده های پیشهایی مانند درخت تصمیم، شبکه بیز و شبکه عصبی، سیستمبا استفاده از ترکیب الگوریتم ،[20]

، عدم  ECG  هایهایی همچون نویز دادهبا وجود نتایج امیدوارکننده این مطالعات، چالش .اندیافته دست % 99 تا % 84هایی بین و به دقت
های ها در شناسایی الگوهای پیچیده باقی مانده است. این موارد، نیاز به توسعه مدلهای کلاسی، و محدودیت مدلتعادل در تعداد نمونه

 .کندها برجسته می بینی تر را برای بهبود دقت و پایداری پیشترکیبی و پیشرفته

کنند.  بندی استفاده می برای انجام طبقه Softmax یا Fully Connected های پایانی معمولً از یک لیه، لیهYOLO هایدر مدل

، ممکن است باعث کاهش دقت شود؛ زیرا قدرت این  ECG  هایهای پیچیده و دارای نویز، مانند سیگنالاین ساختار در مواجهه با داده

جای  به YOLO (feature map)  یاب شده محدود است. در مدل پیشنهادی، خروجی لیه ویژگی های استخراجها در ترکیب ویژگی لیه 
عنوان یک روش تقویت گرادیانی  به XGBoost .شودداده می  XGBoost ، به الگوریتمFully Connected  ورود مستقیم به یک لیه

های نامتوازن دارد. این  کننده ضعیف، توانایی بالیی در شناسایی الگوهای غیرخطی و مقابله با دادهبندیبا قابلیت ترکیب تعداد زیادی طبقه

 با   مقایسه  در  را  بندیطبقه  پایداری  و  دقت   سیگنال،  زمانی –های مکانی در استخراج ویژگی    YOLOهایمزیتترکیب، علاوه بر حفظ  

سریع و افزایش گرادیان     YOLOاز ترکیب شبکه   مطالعهدر این راستا، در این  .بخشدطور معناداری بهبود می به YOLO اصلی  ساختار
با توجه با فیلترهایی    YOLO  است. شبکه ه شده  اداستف  ECGهای قلبی از روی سیگنال  بینی بیماری( برای پیشXGBoostفوق العاده )

هایی نیز  ها با محدودیتهای سطح میانی را دارند. با این حال این شبکهشوند، توانایی استخراج ویژگی که روی ماتریس ورودی اعمال می 
در  استفاده شده است.   YOLOروی لیه آخر شبکه   XGBoostها در مدل پیشنهادی از باشند. برای افزایش دقت این شبکهمواجه می 

های مربوط به قلب است  بینی بیماریهای هوش مصنوعی و پیرو آن یادگیری عمیق برای پیشاستفاده از روش  مطالعهاین راستا هدف این  
ها به راهکارهایی برای تشخیص زودهنگام  ی و درمانی بتوانند با استفاده از آنشوند تا پزشکان و مراکز بهداشت که از آریتمی قلب حاصل می 

برخلاف دستگاه یابند. درواقع،  می بیماری دست  قرار  بررسی  مورد  را   فرد  حیاتی  که علائم  قلب  مانیتور  مانند  پزشکی  دهد، هوش  های 

تری مانند خطراتی که بیمار را در  وتحلیل متوجه شرایط پیچیدهآوری کرده و پس از تجزیهتواند اطلاعات این دستگاه را جمع مصنوعی می 
تهدید می  مطالعههدف  کند، شود.  آینده  از    این  م  XGBoostاستفاده  بسیار  یادگیری گروهی  الگوریتم  یک  این  که  که  ؤاست  است  ثر 

چندین طبقهمی  یک طبقهتواند  به  را  برای عملکرد طبقهبندی ضعیف  پیشنهادی روی مجموعه  بندی قوی  مدل  کند.  تبدیل  بهتر  بندی 

های  دست آمده مدل پیشنهادی از دقت بالتری نسبت به روشهمورد آزمایش قرار گرفت و براساس نتایج ب  MIT-BIHهای آریتمی داده
 پایه برای تشخیص بیماری قلبی برخوردار بود.  

 

 کار روش 
ترکیب شبکه  ECGهای  تشخیص بیماری قلبی از روی سیگنال  مطالعهکه هدف این  از آنجایی  های یادگیری عمیق  قلب با استفاده از 

  YOLOازکه یک مدل تقویت شده گردایان است، استفاده شده است. در مدل پیشنهادی   XGBoostو مدل   YOLOاست، از ترکیب 

به عنوان یک شناسایی   XGBoost  [21]ها از ورودی و از دست آوردن ویژگی هبه عنوان یک استخراج کننده ویژگی قابل آموزش برای ب
بندی ویژگی با قابلیت اطمینان بال را تضمین تواند استخراج و طبقهکننده در سطح بالی شبکه برای تولید نتایج استفاده شده است که می 
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را به عنوان ورودی    ECGهای  نشان داده شده است. مدل پیشنهادی سیگنال  1کند. شماتیک کلی مراحل مدل پیشنهادی در شکل   
 کند. بندی می دریافت کرده و دسته

 

 

 

 

 

 

 

 

 
 : مراحل مدل پیشنهادي 1شکل 

 

توان به باشد. از مزایای مدل پیشنهادی می می   XGBoostو مدل    YOLO، مدل پیشنهادی شامل ترکیب شبکه  1با توجه به شکل  
 موارد زیر اشاره کرد: 

دهد.  های موجود در یک تصویر را تشخیص می یءیک روش بسیار سریع است که به صورت همزمان تمام ش YOLO  شبکه : دقت بالا
های بیشتری مانند عملکرد بهتر در مواردی که توان از قوانین ویژه برای تشخیص اشیاء به علاوه قابلیت، می XGBoostبا ترکیب آن با 

 .تواند دقت تشخیص را بهبود بخشدیک شیء در تصویر به صورت جزئی یا پوشیده است، استفاده کرد. این ترکیب می 

کند.  با ساختار ساده، به طور کلی بسیار سریع عمل می  (CNN)  به دلیل استفاده از شبکه عصبی کانولوشنی  YOLO شبکه  سرعت بالا:
از سرعت   YOLO های خروجی توان در پردازش دادهبندی و رگرسیون قوی است، می که یک الگوریتم گروه XGBoost با استفاده از 

 . و کارآیی بالتری برخوردار بود

های  های جدیدی را نسبت به روشیک روش ماشین بردار پشتیبان تقویت شده است که بهبود  XGBoost  مدل  توانایی یادگیري: 
توان توانایی یادگیری الگوریتم را افزایش ، می YOLOبه    XGBoostدهد. با اضافه کردن  بندی و رگرسیون ارائه می تر برای گروهقدیمی 

 پذیری آن را بهبود بخشید. داد و دقت و قابلیت تعمیم

 تفکیک مورد بررسی قرار خواهد گرفت: در ادامه سلسله مراحل مدل پیشنهادی به

 پردازش ورودي مرحله اول: پیش

رکورد    48است. این مجموعه داده شامل   MIT/BIHای که در این مطالعه مورد استفاده قرار گرفت،  پایگاه داده آریتمی  مجموعه داده

دقیقه است که  30دو کاناله با مدت زمان   ECGآوری شده است. هر رکورد حاوی سیگنال جمع   BIHاست که توسط آزمایشگاه آریتمی 
فرکانس سیگنال    24از ضبط   را ارائه   ECGهرتز است. پایگاه داده نه تنها سیگنال    ECG 360ساعته هر بیمار انتخاب شده است. 

دهد. از پایگاه  دهد، بلکه اطلاعات مربوط به زمان و اطلاعات کلاس ضربان قلب را که توسط متخصص قلب تأیید شده است، ارائه می می 

های مختلفی از ضربان قلب، مانند ضربان طبیعی، رکورد برای استفاده انتخاب شد. این رکوردها شامل دسته MIT/BIH ،44داده آریتمی 
در   پردازش، چهار رکورد حاوی ضربان قلب سریع برای استفاده در این مطالعه حذف شد. های بطنی، دهلیزی است. در مرحله پیشآریتمی 

،  ECGهای شود. با توجه به وجود نویزهای خارجی در بین سیگنالبه عنوان داده خام استفاده می  1- سرب ECGادامه، فقط از سیگنال  

های تمیز استفاده شد. تبدیل موجک یک روش نویز زدایی است که از تابع موجک برای در  از روش نویز زدایی برای به دست آوردن داده
تواند اجزای فرکانس زمانی دقیق سیگنال از این روش استفاده شد، زیرا می  کند. در مدل پیشنهادی نیز هم آمیختن با سیگنال استفاده می 

ECG   تواند ضرایب موجک را استخراج کرده و سیگنال را بازسازی کند.را حفظ کند. همچنین تبدیل موجک می 

نشان داده شده است، سیگنال قرمز داده خام و سیگنال سبز سیگنال بدون نویز است. در مقایسه با سیگنال قبل   2طور که در شکل همان
ثر است. بنابراین،  ؤدهد تبدیل موجک مکند، که نشان می نوسان می   0تر است و حول منحنی سطحاز نویز کردن، سیگنال پردازش شده صاف

کند. سیگنال بدون نویز از تداخل نویزها جلوگیری می 
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 خام و سیگنال بدون نویز با استفاده از تبدیل موجک  ECG : سیگنال2 شکل 

 

  YOLOمرحله دوم: شبکه  

YOLO  ه رگرسیون  ئلصورت یک مسبه  ءه تشخیص اشیائلخوش تغییراتی کرده است و به مسرا دست  ءهای تشخیص اشیامعماری سیستم

، برای تشخیص  YOLOرسد. با استفاده از سیستم ها می های تصویر به مختصات باکس و احتمال کلاسنگرد که مستقیم از پیکسلمی 
لیه    24با   شامل یک شبکه عصبی کانولوشنی    YOLO. روش[22]نگرید  اشیای موجود در تصویر، به هر تصویر شما فقط یک بار می 

 است.   ءبینی احتمال و مختصات اشیا همبند برای پیش لیه کاملًا 2کانولوشنی برای استخراج ویژگی و همچنین  

سریع، یک شبکه  YOLO مرزهای تشخیص اشیای سریع طراحی شده است.  جایی ه  جاببرای   YOLO همچنین، یک نسخه سریع از
تعداد لیه با  از  عصبی  آن  که در  است  کمتر  کانولوشنی  کانولوشنی   24جای  ه  ب لیه کانولوشنی  9های  تعداد   لیه  البته  و  استفاده شده 
سریع استفاده شد. علت استفاده   YOLOاصلی کمتر است. در مدل پیشنهادی از   YOLO سریع نسبت به YOLO فیلترهای هر لیه در

کند. از طرف دیگر، بینی تشخیص، به صورت کلی به تصویر نگاه می از این شبکه این است که آموزش آن بسیار سریع بوده و برای پیش 
YOLO  ها های ورودی غیرمنتظره با احتمال کمتری نسبت به بقیه سیستمهای جدید و یا داده پذیری بالیی دارد و در مقابل حوزهتعیمیم

سرعت    YOLO. یکی از مزایای اصلی شبکه  [24 ،23]قابل مشاهده است    3در شکل    YOLO شود. معماری شبکهبا شکست مواجه می 

های دیگر.  ، عملکرد آن در زمان واقعی بسیار بهتر است تا روشءبال است. به دلیل استفاده از یک بخش واحد برای تشخیص تمام اشیا
که   این  به  توجه  با  نمی   YOLOهمچنین،  نظر  را در  پیشین تصویر  حافظهاطلاعات  لحاظ  از  به    ، ظرفیتگیرد،  نسبت  کمتری  بسیار 

 های قبلی نیاز دارد. روش

 

 

 

 

 

 

 

 
       YOLO     : ساختار شبکه3 شکل

 

 (XGBoostمرحله سوم: افزایش گرادیان فوق العاده )

XGBoost  شود. الگوریتم  کار گرفته می هالگوریتمی است که اخیراً در حوزه یادگیری ماشین بXGBoost  سازی از تقویت  یک پیاده

گرادیان درخت تصمیم گیری است که برای سرعت و کارایی بال طراحی شده است. این الگوریتم یک الگوریتم یادگیری گروهی بسیار  
در مدل پیشنهادی،   .بندی بهتر تبدیل کندبندی قوی برای عملکرد طبقهبندی ضعیف را به یک طبقهتواند چندین طبقهثر است که می ؤم

XGBoost   به سطح بالیCNN   نهادی ابتدا ـدل پیشـبه طور کلی، در م. [25]بندی تصویر را افزایش دهدشود تا نتایج دستهاضافه می
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توسط الگوریتم پس انتشار برای    YOLOشوند. پس از آموزش منتقل می   YOLOهای تصویر ورودی نرمال شده و به لیه ورودی داده 
مکس در  جایگزین لیه خروجی دسته بند سافت  XGBoostچندین دوره برای به دست آوردن ساختار مناسب برای طبقه بندی تصاویر، 

YOLO  های قابل آموزش  شود و از ویژگی میYOLO  طور خودکار  تواند بهکند. مدل ترکیبی پیشنهادی می برای آموزش استفاده می

دهد. ساختار کلی مدل  کننده برجسته ارائه می بندیتری را با ترکیب دو طبقهبندی دقیق ها را از ورودی دریافت کند و نتایج طبقهویژگی 
 نشان داده شده است.   4پیشنهادی در شکل 

با توجه با فیلترهایی که  YOLO  است. شبکه  XGBoostسریع و  YOLOحاصل شبکه  مطالعهبه طور خلاصه، مدل پیشنهادی این 

دارند. با این حال این شبکهشوند، توانایی استخراج ویژگی روی ماتریس ورودی اعمال می  هایی نیز  ها با محدودیتهای سطح میانی را 
استفاده    YOLOروی لیه آخر شبکه  XGBoostها در مدل پیشنهادی از باشند. در این راستا و برای افزایش دقت این شبکهمواجه می 

بندی تواند چندین طبقهثر است که می ؤاین است که این یک الگوریتم یادگیری گروهی بسیار م  XGBoostشده است. هدف از استفاده از  

 بندی بهتر تبدیل کند.  بندی قوی برای عملکرد طبقهضعیف را به یک طبقه
 ها روش و ابزار گردآوري داده

دقیقه از یک سیستم سرپایی دو کاناله،  30رکورد است که هر یک مدت زمان تقریبی   48شامل   MIT-BIH های آریتمی مجموعه داده
نمونه بلند مدت هولتر متشکل   4000بیست و سه نمونه ضبط شده به طور تصادفی از  . آوری شده استجمع  1979و  1975های بین سال

بیست و پنج نمونه از  ( انتخاب شدند.%30( و همچنین بیماران در فضای باز )%70از یک گروه متنوع از ساکنان بیماران داخل ساختمان ) 

نمونه در ثانیه    360ها با سرعت  این نمونه های پیچیده بطنی، اتصالی و فوق بطنی انتخاب شدند.یک مجموعه مشابه با تمرکز بر آریتمی 
حداقل دو متخصص قلب در حاشیه نویسی هر رکورد شرکت  . ندمیلی ولت دیجیتالی شد 10بیت در محدوده   11برای هر کانال با وضوح  

و راه از این رو، برای   های مربوطه را که برای رسیدن به نتیجه قابل خواندن توسط کامپیوتر لزم بود، ثبت کردند.حلداشتند و مسائل 

 های این مجموعه داده به صورت عمومی برای دانلود در دسترس هستند. داده توضیح در این پایگاه ثبت شد. 110000سوابق، تقریباً  

دهد، بلکه اطلاعات مربوط به زمان و اطلاعات کلاس ضربان قلب را که توسط  را ارائه می   ECGاین مجموعه داده نه تنها سیگنال   
رکورد برای استفاده انتخاب شد. این رکوردها شامل   MIT/BIH  ،44دهد. از پایگاه داده آریتمی متخصص قلب تأیید شده است، ارائه می 

آریتمی دسته مانند ضربان طبیعی،  قلب،  از ضربان  مختلفی  برای  های  سریع  قلب  حاوی ضربان  است. چهار رکورد  بطنی، دهلیزی  های 
 استفاده در این مطالعه حذف شدند.  

های  به عنوان داده خام استفاده شد. با توجه به وجود نویزهای خارجی در بین سیگنال  1-سرب  ECGدر این مطالعه فقط از سیگنال   

ECGهای تمیز استفاده شد. تبدیل موجک یک روش نویز زدایی است که از تابع موجک  ، از روش نویز زدایی برای به دست آوردن داده
تواند اجزای فرکانس زمانی دقیق سیگنال  زیرا می  شد،کند. از این روش در این مطالعه استفاده  برای در هم آمیختن با سیگنال استفاده می 

ECG   تواند ضرایب موجک را استخراج کرده و سیگنال را بازسازی کند تا رانش خط پایه را  را حفظ کند. همچنین، تبدیل موجک می
 حذف کند. 

داده    300عرض تک ضرب به  .شدپیوسته به ضربان قلب فردی تبدیل   ECG های آموزشی، سیگنالدست آوردن مجموعه دادهه برای ب

ارائه شده توسط پایگاه داده برای   R-peak بنابراین، از حاشیه نویسی  متمرکز شده است.  R نمونه تقریب زده شد و ضربان حول پیک

شوند، برای هر ضربان، به عنوان نقطه مرکزی هر ضربان قلب در نظر گرفته می  R از آنجایی که این نقاط اوج .شدانجام تبدیل استفاده  
، به این معنی که یک ضربان دارای  آورده شوددست نقطه بعد از آن به 149و   R نقطه نمونه قبل از پیک 150تا  شدسیگنال پیوسته قطع 

است.  300 به  102548در مجموع   ویژگی  قلب  نمونه 1 جدول.  آیددست می ضربان  در  تعداد  را  توسط  10ها  که  قلبی  بیماری   دسته 

(Association for the Advancement of Medical Instrumentation)AAMI  دهدنشان می  ،توصیه شده است .
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 ها در هر کلاس : تعداد نمونه1جدول 
 (Normal Rhythm)ریتم طبیعی  80921

 (Arterial Rhythm)ریتم دهلیزی  2745

 (Ventricular Rhythm)ریتم بطنی  8538

 (Arrhythmia)آریتمی  355

 (Cannot analysis)غیر قابل تحلیل  7187

 (Noise)نویز   586
 (Block)بلوک  193
   (Abnormal A) غیر طبیعی الف 1241

 (Abnormal B)غیر طبیعی ب  982

  (Sum) جمع کل 102548

 

یکسان نیست و برخی   AAMI گانه پیشنهادی استاندارد های دهها در بین کلاسشود، توزیع نمونهمشاهده می  1طور که در جدول همان
های پرتعداد شود و عملکرد  تواند منجر به سوگیری مدل به سمت کلاستوازن می ها دارای تعداد بسیار اندکی نمونه هستند. این عدمکلاس

های  دهنده سیگنالنشان "غیر قابل تحلیل"   و  "نویز"هایی مانندنمونه کاهش دهد. همچنین، وجود کلاسهای کمآن را در شناسایی کلاس
ها در مدل پیشنهادی استفاده  تواند فرآیند آموزش را مختل کند؛ به همین دلیل این کلاسبا کیفیت پایین یا غیرقابل استفاده است که می 

 .اندنشده 

پنج کلاس از تمام    در این مطالعههای هر کلاس متفاوت است. تعداد نمونه های قلبی وجود دارد. های مختلفی از بیماریدر هر دسته، دسته
های قلب  های مربوطه از تمام ضربانضربان .ندشدهایی که دارای بیشترین تعداد نمونه هستند، به منظور آموزش کارآمدتر انتخاب کلاس

شود و  درصد داده استفاده می  70شوند. یکی به عنوان مجموعه آموزشی با دو قسمت تقسیم می به  ،زدنضربان شود و پس از استخراج می 

طور که همان  .آمده است 2 های انتخاب شده در جدولهای مجموعهتعداد نمونه.  شوددیگری به عنوان مجموعه آزمایشی نگهداری می 
(،  Left Bundle Branch Block  beat)   چپسمت  : ضربان طبیعی، ضربان بلوک شاخه  شدمشخص است پنج کلاس نماینده انتخاب  

راست سمت  شاخه  بلوک  بطن  ،RBBB(Right Bundle Branch Block Beat)   ضربان  زودرس   Premature)   انقباض 

Ventricular Contraction) PVC و ضربان زودرس دهلیزی (Atrial Premature Contraction)APB  .  دلیل اصلی انتخاب

،  اولً این انتخاب دو مزیت دارد:    دهند. ضربان قلب تشکیل می   102548ها را از بین  ها این است که این پنج کلاس بیشترین نمونهآن
هایی با اکثر  از این رو کلاس ثرتر است.ؤتر و مهای کوچک راحتهای بزرگ به جای مجموعه با مجموعه داده  مدل پیشنهادی آموزش

توان تأثیر طبقات نامتعادل را  تواند بهتر آموزش داده شود. ثانیاً، می می   مدل پیشنهادی ها انتخاب شدند تا اطمینان حاصل شود کهنمونه
فایده بندی کاملاً بی شود مدل طبقه های هر کلاس با هم تفاوت فاحشی داشته باشد، باعث می که اگر تعداد نمونهکاهش داد. از آنجایی 

 . شدهای بزرگ انتخاب های کوچک غفلت کرده و کلاسبرای رفع این مشکل، در این مطالعه از کلاس باشد،

 
 در هر کلاس انتخابی   ها: تعداد نمونه2جدول 

 کلاس  هاي آموزش داده آزمایشی هاي داده

 ریتم طبیعی  48755 20895
 چپ  سمت ضربان بلوک شاخه 2576 1104
 ضربان بلوک شاخه سمت راست  5092 2182
  انقباض زودرس بطن 4867 2086
 ضربان زودرس دهلیزی  1782 764

 ها مجموع داده 63072 27031
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ضربان بلوک  ،  چپ سمت ضربان بلوک شاخه، ریتم طبیعی  دهد. این پنج کلاسها در پنج کلاس منتخب را نشان می تعداد نمونه  2جدول 
( بیشترین تعداد نمونه در کل  1اند: )بر اساس دو معیار انتخاب شده  ضربان زودرس دهلیزی و   انقباض زودرس بطن  ، شاخه سمت راست

دادهداده، که امکان آموزش پایدار و کاهش نیاز به تکنیکمجموعه فراهم می های پیچیده افزایش  ( کاهش  2کند، و )های مصنوعی را 

(  %30( و آزمایشی )%70صورت تصادفی به دو بخش آموزشی )های هر کلاس بهها برای جلوگیری از سوگیری مدل. دادهتوازن کلاسعدم
کند  ها تضمین می دست آید. این انتخابتری از عملکرد مدل به اند تا از نشت داده بین دو مجموعه جلوگیری شود و ارزیابی دقیق تقسیم شده

 .پذیری خود را حفظ کندخوبی یاد بگیرد و در عین حال تعمیمرا به ECG که مدل پیشنهادی بتواند الگوهای غالب سیگنال

 ها تجزیه و تحلیل دادهروش  

(  3(، )2(، )1شود و به ترتیب مطابق رابطه )استفاده می  Fمنظور ارزیابی مدل پیشنهادی از معیار ارزیابی دقت، صحت و فراخوانی و امتیاز  به
 شوند: ( محاسبه می 4و )
 

(1) ( ) /accuracy TP TN N= +  
(2) / ( )precision TP TP FP= + 
(3) / ( )recall TP TP FN= + 

(4) 
2 precision recall

F measure
precision recall

 
− =

+
 

 
    TN(True Negative)  هشدبندیطبقهدرست  منفیِ نمونه    و PT(True Positive)  هشدبندیطبقهدرست  مثبتِنمونه    در روابط فوق

 (False Positive)  هشد  بندیطبقه  مثبت  اشتباه  به  که  منفی نمونه    اند.بندی شدههای مثبت و منفی هستند که درست طبقهترتیب نمونهبه  

FP    هشد  بندیطبقه  منفی   اشتباه  به  که  مثبتنمونه  و  (False Negative  ) FNهای مثبت و منفی هستند که نادرست  ترتیب نمونه  به
 ها است. نیز برابر تعداد کل نمونه Nاند و بندی شدهطبقه

 

 نتایج
گیرد، از  ها داده مختلف صورت می که اجرای برنامه بر پایه یادگیری عمیق به جهت محاسبات و پردازش اطلاعات از میان میلیونازآنجایی 

تر از نیازهای  افزارهایی با سرعت بالتر و قویتوان انتظار داشت این عملیات را انجام دهد. لذا ضرورت تهیه سختیک پردازنده معمولی نمی 

سازی  که باعث تسهیل طراحی و پیاده نویسی پایتون استفاده شدسازی روش پیشنهادی از زبان برنامهباشد. برای پیادهمهم فرایند فوق می 
لزم  ، از آناکوندا استفاده شده است. نویسی پایتونهای یادگیری ماشین و یادگیری عمیق شده است. برای استفاده از محیط برنامهالگوریتم

. هایپرپارامترهای مورد  دبندی استفاده شبرای دسته    XGBoostو   YOLOبه ذکر است که بر اساس مدل پیشنهادی، از ترکیب شبکه 

 نشان داده شده است.   3استفاده برای تنظیم مدل پیشنهادی در جدول 
 

 هایپرپارامترهاي مورد استفاده براي تنظیم مدل پیشنهادي   :3جدول 

 نرخ یادگیری  001/0

 تکرار  500

Adam بهینه سایز 
  آموزشیها در هر دسته تعداد نمونه 2

ReLU ساز فعال 
 (batch) ها بچ تعداد زیر  12

 برازشها برای جلوگیری از بیشضریب جریمه روی وزن 0005/0
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برازش  سازی عملکرد و جلوگیری از بیشنشان داده شده است، هایپرپارامترهای مدل پیشنهادی با هدف بهینه 3 طور که در جدولهمان
  500برابر  صورت پایدار و تدریجی انجام شود. تعداد تکرار آموزشانتخاب شد تا فرآیند آموزش به 0/ 001برابر  اند. نرخ یادگیریتنظیم شده

به دلیل توانایی سازگاری با نرخ   Adam سازها داشته باشد. بهینهتعیین گردید تا مدل فرصت کافی برای یادگیری الگوهای موجود در داده
در نظر گرفته شد تا مصرف    12برابر   هاو تعداد زیربخش  2برابر   کار گرفته شد. اندازه دستههای نویزی بهیادگیری و عملکرد مناسب در داده

استفاده شد. همچنین،   ReLU سازسازی در شبکه از تابع فعالهای با ابعاد بال کاهش یابد. برای ایجاد غیرخطی حافظه در پردازش داده

نتایج حاصل از اعمال   .برازش مدل انتخاب گردیدها و جلوگیری از بیشبرای محدود کردن مقادیر وزن 0/ 0005برابر  ضریب کاهش وزن 
 نشان داده است.   4های آموزشی هر پنج کلاس معرفی شده در جدول داده مدل پیشنهادی روی نمونه

 
 نتایج حاصل از پیاده سازي مدل پیشنهادي  :4جدول 

 

 
 

 
 
 

 
  کلی   دقت   میانگین   و   داشته  %97شده دقتی بالتر از  های انتخابشود، مدل پیشنهادی در تمام کلاسمشاهده می   4طور که در جدول همان

دهنده توان مدل در شناسایی دقیق و  نشان -Fو امتیاز حساسیت، صحت یعیارهام تمامی  در بال عملکرد این. است رسیده  %24/98 به آن
  دست به  % 99/ 1برابر   حساسیت و  %8/97دقت    چپ   سمت  ضربان بلوک شاخه های قلبی است. برای مثال، در کلاس پایدار انواع ضربان

پیشنهادی،   روشدر  ادامه نیز به منظور نشان دادن برتری   .های این کلاس استنمونه  کامل  تقریباً  شناسایی   در  مدل  توانایی   بیانگر  که  آمده
   نشان داده شده است. 5 ها در جدولهای پایه مقایسه شده است. نتایج مقایسه با سایر مدل این مدل

 

 هاي پایه  مقایسه مدل پیشنهادي با سایر مدل  :5جدول 

 
 
 

 
 
 

 
 

)با دقت    1D-CNNهای پایه مانند  نسبت به شبکه YOLO+XGBoost دهد که مدل پیشنهادی نشان می   5مقایسه نتایج جدول  

عملکرد بهتری داشته است. علت اصلی این   YOLO V4  80 /97%و   ResNet   30/97%  تر مانندهای عمیق ( و حتی مدل25/88%

 ECG زمانی غنی از سیگنال –های مکانیدر استخراج ویژگی  YOLO برتری، ترکیب دو بخش مکمل در مدل پیشنهادی است: قابلیت

کننده قوی که الگوهای غیرخطی پیچیده بندیهای ضعیف به یک طبقهکنندهبندیای از طبقهدر ترکیب مجموعه XGBoost و توانایی 
. کندرا بهتر شناسایی می 

F  هادسته  دقت صحت حساسیت  امتیاز 

 ریتم طبیعی  6/98 6/98 7/98 2/98
 چپ  سمت ضربان بلوک شاخه  8/97 8/97 1/99 4/98
 راست سمت ضربان بلوک شاخه  2/98 4/98 3/98 3/97
  انقباض زودرس بطن 4/98 3/97 6/98 3/98
 ضربان زودرس دهلیزی  2/98 2/98 2/98 6/98
 ها مجموع داده 24/98 06/98 58/98 16/98

 روش دقت

25/88 1D-CNN 

23/90 2D-CNN 

31/95 AlexNet 

24/96 VGGNet 

30/97 ResNet 

80/97 YOLO V4 

24/98 YOLO+XGBoost 
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  و   پزشکی  های داده  با   کار   در  که  یابد  افزایش  % 44/0بندی  تنهایی، دقت طبقهبه YOLO v4 این ترکیب باعث شده حتی نسبت به
ها  توازن کلاسباعث کاهش تأثیر عدم XGBoost . از سوی دیگر، استفاده ازشودمی   محسوب  معناداری  تفاوت  کاربرد،  بالی  حساسیت

 .را بهبود داده استAPB  مانند نمونههای کمشده و توانایی مدل در شناسایی کلاس
 

  مدل پیشنهاديآشفتگی ماتریس  :6جدول 
 

بینی: ریتم  پیش 

 طبیعی  

ضربان بلوک بینی: پیش 

 چپ سمت شاخه

ضربان بلوک بینی: پیش 

 راستسمت شاخه 

انقباض بینی: پیش 

 زودرس بطن

ضربان  بینی: پیش 

 زودرس دهلیزي 

 58 68 87 83 2099 ریتم طبیعی 

 ضربان بلوک شاخه
 چپ سمت

19 1093 7 8 7 

ضربان بلوک شاخه 
 راست سمت 

21 10 2145 4 2 

انقباض زودرس  
  بطن

15 9 6 2055 1 

ضربان زودرس 
 دهلیزی 

12 7 5 2 738 

 
 : اشاره کردزیر  موارد توان به می  6با بررسی جدول 

 ه شد بندیطبقه مثبت اشتباه به که منفینمونه   خطاهاي -

o  چپ  سمت   ضربان بلوک شاخه   هایکلاس  در   اشتباهبه(  %4/1 ها )حدود، تعداد کمی از سیگنالریتم طبیعی    در کلاس ،  

های  ها شباهت بخشاند. علت اصلی این اشتباهقرار گرفته انقباض زودرس بطن یا   راستسمت  ضربان بلوک شاخه  

 .های نویزی استدر نمونه QRS خاصی از موج

o یا  راستسمت  ضربان بلوک شاخه   اشتباه به عنوانهایی وجود دارد که بهنیز نمونه انقباض زودرس بطن در کلاس 

بلوک شاخه نیز  بینی شدهپیش  چپ   سمت  ضربان  و  بیماران  برخی  موج در  نزدیکی شکل  از  ناشی  امر  این  که  اند، 

 .تداخلات الکتریکی در سیگنال است 

 هشد  بندیطبقه منفی اشتباه به که مثبتنمونه  خطاهاي -

o (%3/ 4است )حدود  ضربان زودرس دهلیزی مربوط به کلاس هشد بندیطبقه منفی اشتباه به که مثبت  بالترین نرخ ، 
 یا  نرمال  هایضربان  با   آن   موجی   الگوی  نسبی  شباهت   و  کلاس  این  در   آموزشی  نمونه  کمبود   از   ناشی  تواندمی   که

PVC   باشد . 

o خطاهای کمی دارند، ولی اشتباهات    راست سمت  ضربان بلوک شاخه   و   چپ  سمت  ضربان بلوک شاخه هایکلاس

 .ستا هادهنده شباهت بالی ساختار موجی آنبیشتر در مرز بین این دو کلاس رخ داده که نشان

 الگوهاي کلی خطا -

o بینند، هرچند  توازن داده می بیشترین آسیب را از عدم  ضربان زودرس دهلیزی مثل  های با تعداد نمونه کمترکلاس

 .خالص این اثر را کاهش داده است YOLO نسبت به XGBoost استفاده از

o   هایهایی رخ داده که ویژگی تفکیک کلاسبیشتر اشتباهات در ECG انقباض   مانند.  ها شباهت ساختاری داردآن
است.  راستسمت ضربان بلوک شاخه  و  زودرس بطن
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 مدل پیشنهادي ROC ر مودان: 4ل شک

 

  0/ 97ها بالتر از  برای همه کلاس AUC (Area Under the Curve)   شود، مساحت زیر منحنی مشاهده می  4شکل  طور که در همان
 های با تعداد نمونه کمترویژه در کلاسست. این موضوع بها  هادهنده توانایی بسیار بالی مدل در تفکیک صحیح کلاساست که نشان

خوبی شناسایی  ها را بهتوازن داده، الگوهای متمایز این کلاساهمیت دارد، زیرا مدل توانسته با وجود عدم  ضربان زودرس دهلیزی  مانند

 های مثبت واقعی و نرخ پایین مثبت کاذبدهنده حساسیت بالی مدل در شناسایی نمونهها در ابتدای محور نشانکند. شیب تند منحنی 

 . است
های پایه بهبود دهد. دلیل اصلی این  توانسته است دقت مدل را نسبت به روش XGBoost و YOLO دهد که ترکیبنتایج نشان می 

ویژگی  از  استفاده  مکانیبهبود،  استخراج-های  توسطزمانی  توانایی  YOLO شده  مجموعه XGBoost و  ترکیب  از در  ای 
ویژه در است. این رویکرد باعث شده مدل به  ECG هایهای ضعیف برای شناسایی الگوهای غیرخطی پیچیده در دادهکنندهبندیطبقه

عملکرد بهتری داشته باشد. با این حال، مدل پیشنهادی در شرایطی که حجم داده آموزشی محدود یا تنوع   های با تعداد نمونه کمترکلاس

ای پردازش باعث افزایش زمان آموزش و نیاز به منابع محاسباتی  لهبرازش شود. همچنین، ماهیت دو مرحآن کم باشد، ممکن است دچار بیش

  0/ 001بررسی تأثیر تغییر هایپرپارامترها نشان داد که نرخ یادگیری    .تواند در کاربردهای بلادرنگ محدودیت ایجاد کندشود که می بیشتر می 
تر موجب کندی  های پایینهای بالتر باعث کاهش دقت و نرخبهترین تعادل بین سرعت همگرایی و دقت نهایی را فراهم کرده است؛ نرخ

ولی مصرف حافظه را افزایش داد. تغییر    ،کاهش نوسانات در فرآیند آموزش شد  ( موجبBatch sizeبچ )اندازه    همگرایی شدند. افزایش
زمان آموزش   YOLO ترهای سبکطور کلی، نسخهنیز بر زمان آموزش و دقت نهایی تأثیرگذار بود؛ به YOLO ها و نسخهتعداد لیه 

 .تری نشان دادندولی در شناسایی جزئیات الگوها دقت پایین ،کمتری داشتند
 

 گیريبحث و نتیجه

های  تواند عملکرد بهتری در تشخیص آریتمی می  XGBoost و الگوریتم YOLO های این پژوهش نشان داد که ترکیب شبکهیافته

های  این امکان را فراهم کرد که ویژگی  YOLO های متداول ارائه دهد. استفاده ازنسبت به روش ECG هایقلبی بر اساس سیگنال
های ضعیف، توانست دقت نهایی  کنندهبندیبا تجمیع طبقه XGBoost کهطور خودکار استخراج شوند، در حالی ها بهسطحی سیگنالمیان

های تقویتی همسو  های پیشین در حوزه ترکیب یادگیری عمیق و الگوریتمدهد. این نتایج با گزارش مدل را به شکل قابل توجهی افزایش

 . شودمحسوب می  ECG هایکننده ویژگی در دادهعنوان یک استخراجبه YOLO گیری ازاست، اما نوآوری اصلی پژوهش حاضر در بهره

شود قابلیت  عنوان تنها منبع داده، سبب می به MIT-BIH هایی نیز وجود دارد. استفاده از پایگاه دادهبا وجود این دستاوردها، محدودیت

شود  های عمیق می ها مانع از آموزش کامل مدلپذیری مدل در شرایط واقعی بالینی محدود شود. همچنین حجم نسبتاً کوچک دادهتعمیم
تواند محدودیت  های جدید تأثیرگذار باشد. علاوه بر این، تمرکز بر یک نوع آریتمی خاص می و ممکن است در کارایی آن در مواجهه با داده

. دیگری برای کاربرد گسترده مدل به حساب آید
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   معتمدو  ادهی ک یاصغر                                                           EEG هاگنالیس  ياز رو یعروق -ی قلب يهاي ماریب ینیبش یپ 

به نتایج  به  توجه  بهآمده، می دستبا  استفاده  برای  بالیی  توانایی  پیشنهادی  مدل  که  نتیجه گرفت  ابزار کمکتوان  تشخیصی در  عنوان 
تواند در غربالگری اولیه بیماران و شناسایی افراد در معرض خطر بال مفید واقع  گیری بالینی دارد. این مدل می های پشتیبان تصمیمسیستم

 .های قلبی منجر گردد شود و در نهایت به بهبود کیفیت خدمات سلامت و کاهش بار بیماری

قرار گیرد تا قابلیت تعمیمتر و بزرگهای متنوعشود در مطالعات آینده، دادهپیشنهاد می  پذیری تری از مراکز مختلف بالینی مورد استفاده 
داده کمک کند.  گیری از رویکردهای انتقال یادگیری و انطباق دامنه می مدل افزایش یابد. همچنین بهره تواند به کاهش چالش کمبود 

هایی که بیشترین احتمال بروز خطا را دارند نیز از دیگر مسیرهای مهم پژوهشی خواهد بود. در تحلیل جامع خطاها و شناسایی موقعیت
های  تواند گامی مؤثر در کاربرد واقعی آن در محیطافزارهای بالینی می شده این مدل در قالب نرمهای کارآمد و بهینهنهایت، توسعه نسخه

 . درمانی باشد
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